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, PREFACE 

Report conferences are intended to bring together key 
staff after the job results are known but before extensive 
writing is done. Through a report conference, staff and 
management can examine the job's findings and agree on the 
message of the assignment and how the message will be 
conveyed (chapter report, letter report, briefing report, 
fact sheet, etc.). The Task Force on GAO Reports called 
for the adoption of such conferences as a means of 
enhancing job and product quality and improving the 
timeliness of products. It was anticipated that the 
technique would improve coordination and communication 
during the product drafting and processing stages. 

The Office of Quality Assurance (OQA) issued a draft 
concept paper on conducting report conferences in 
September 1983. In 1985 and in 1986, OQA and the Denver 
Regional Office conducted three separate studies to learn 
how to best make use of conferences. The studies have 
shown that conferences can be beneficial to completing the 
job and preparing the product. They also provide a means 
for focusing on the job's objectives and findings in order 
to reach agreement on the product's main message, format, 
and organization. These guidelines reflect what has been 
learned about the factors which contribute to successful 
conferences. 

Donald J. Horan 
Assistant Comptroller General 

Planning and Reporting 

May 30, 1986 
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CONDUCTING REPORT CONFERENCES 

Report conferences are used by the 
General Accounting Office as a technique 
to improve product quality and 
timeliness. This policy encourages 
agreement on a product's message before 
substantial resources are expended on 
writing a first draft. 

When report conferences are not held, 
line managers have traditionally waited 
until they review the draft report to 
make decisions about the its content. 
Such practices often result in 
inefficient use of drafting time and 
effort. Via a report conference, 
decisions on a product's content can be 
made before the audit team has invested 
time and effort in producing a first 
draft. While agreement on what we want 
to report-- our message --can be reached in 
various ways, bringing appropriate 
division and region managers together 
with the project staff in a carefully 
structured report conference is an 
effective approach. 

The guidance presented here is intended 
to help GAO staff conduct successful 
report conferences. It is based on 
collective research and GAO's experiences 
with report conferences. 

WHAT IS A REPORT 
CONFERENCE? 

A report conference is a meeting of the 
key staff, line managers associated with 
a particular job, and other staff 
(writer-editors, technical advisory 
group, legal staff, etc.) as 
appropriate. The staff come together to 
review and agree on the following: 
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CONDUCTING REPORT CONFERENCES 

--The job's message; the reporting 
objectives, the conclusions or answers to 
the objectives, the findings, the 
evidence that will be used and how it 
will be marshalled to support the 
conclusions, and the proposed 
recommendations. 

--How the message will be conveyed; the 
product type-- chapter report, letter 
report, briefing report, fact sheet, 
testimony, etc.-- the audience for the 
product, the tone, the significance of the 
issues, the sequence of the findings, and 
who should comment on the draft. 

The result of these agreements should be 
an outline with charge paragraphs and/or 
an executive summary and the assignment 
of writing responsibilities. 

A report conference is usually one of the 
last meetings for discussing and deciding 
major issues which affect a product's 
content. During scoping and planning, the 
job team and managers agree on the review 
objectives and decide what evidence to 
gather to accomplish them. During 
implementation, team members hold meetings 
to review progress, assure objectives are 
being met, assess the evidence being 
gathered, and preview the message. At 
each succeeding step, audit staff should 
become more certain about what they will 
be able to report. 

Page 2 



CONDUCTING REPORT CONFERENCES 

WHAT ARE THE Report conferences improve coordination 
BENEFITS OF and,communication during product writing 
CONFERENCES? and processing by 

--informing those who will review and 
approve the product of the subject and 
related issues, 

--insuring that the requestor's questions 
have been adequately addressed, 

--surfacing and resolving differences or 
weaknesses in the message, 

--clarifying for the team (especially the 
writers) the decisions staff and 
managers have made, 

--providing staff with the opportunity to 
participate in discussions about how 
their work will be used in preparing 
the product, 

--allowing line managers to assess the 
level of difficulty of the product 
writing task and to assign additional 
staff (e.g., writer-editor) to help 
draft the product, if appropriate, and 

--ensuring that people at different 
sites and regions are working with 
the same message and presentation in 
mind. 

Resolving these issues makes writing 
easier and faster. The savings in time 
and effort in the writing and reviewing 
process are expected to more than 
compensate for the investment of 
resources in a report conference. 
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IS A REPORT 
CONFERENCE 
REQUIRED? 

A report conference is a valuable tool 
for reaching agreement on a product's 
message, and should be used for most 
assignments. However, for some jobs, an 
informal conference call and/or use of 
electronic communications between the 
Evaluator-In-Charge (EIC), Group 
Director, Assistant Regional Manager, 
ma, and Associate Director may be all 
that is necessary to reach agreement on a 
short report with a clear-cut, undisputed 
message. 

Divisions may specify particular types of 
jobs that require conferences, or they 
may require them for all jobs but 
tailored to each job's needs. It is 
important that an early agreement on the 
product's message is reached whether or 
not a formal conference is held. 
Experience has shown that failure to do 
so usually leads to problems in report 
processing. 

WHAT ARE THE While there are differing views on how to 
ELEMENTS OF A conduct a report conference, there is 
SUCCESSFUL REPORT general agreement that the following 
CONFERENCE? elements contribute to a successful 

conference: 

--Prepare for the conference by developing 
and circulating material in advance. 

--Provide an atmosphere that is conducive 
to interactive discussions and questions. 

--Designate a leader to maintain focus of 
the discussion and a recorder to take 
notes on the conference's discussions and 
summarize the agreements at the end of 
the session. 
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CONDUCTING REPORT CONFERENCES 

--Allow sufficient uninterrupted time to 
discuss the product's message and 
presentational issues. 

--Ensure key staff attend the conference-- 
those who are familiar with the work, 
those responsible for preparing the 
product, technical advisors, and line 
managers who will approve the product. 

--Hold the conference when the staff has 
completed sufficient work to enable them 
to discuss the assignment results and 
decide on the product's message. Allow 
time after the report conference to 
complete gaps identified in the work and 
follow-up questions. 

--Discuss the findings in sufficient detail 
to assess the sufficiency and relevance 
of their support and the link between the 
findings and the assignment's objectives, 
conclusions and recommendations. 

--Prepare a written memorandum describing 
the agreements reached during the 
conference and distribute it to each 
participant. 

Adequate 
preparation 

Thorough preparation is essential for a 
successful report conference. 
Preparation includes analyzing the work 
results, developing and circulating 
preconference materials, and making 
meeting arrangements. 
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A few steps taken before the conference 
can help to ensure the participants are 
prepared. Under most circumstances, 
analyzing the job results necessitates an 
early discussion between key job staff 
(including regional staff, the Group 
Director, and the EIC) to confirm the 
report objectives, decide what can/should 
be discussed in the product, test the 
evidence to make sure it supports these 
findings, and develop conclusions and 
recommendations. Discussions might 
include: 

--Have findings discussed at earlier 
meetings changed? 

--Do they respond to the objectives? 

--If applicable, have the objectives 
changed from the request letter? If 
changes have occurred, have they been 
discussed with the requestor and 
documented in contact memos? 

--Have recent legislative or political 
changes affected the job results? 

--Should some information be dropped from 
the proposed product/outline? 

--Does the evidence for each finding's 
elements meet the standards of 
sufficiency, competence, and relevance? 

--Is there a theme that ties the findings 
together? 

--Is there a need to perform additional 
work in order to better support/link the 
findings? 

Page 6 



, CONDUCTING REPORT CONFERENCES 

If confident of the results of these 
discussions, the team may begin 
discussing presentational issues, such as 
the type of final product, and to prepare 
a preliminary outline, with charge 
paragraphs. 

The conference preparation should result 
in a statement of the assignment and 
reporting objectives, a summary of the 
scope and methodology, a summary of the 
answers to or conclusions on the 
objectives, and a list of findings with 
key supporting evidence. These 
summaries, along with pertinent 
congressional correspondence and a 
conference agenda (see Appendix I, page 
17, for an example of a conference 
agenda), should be circulated to all 
conference participants to review in 
advance of the meeting. These materials 
help inform attendees of the job's 
subject matter and serve as the starting 
point for discussion at the conference. 

During the preparation stage, 
arrangements should be made so that 
essential participants can attend the 
conference. Regional and headquarters 
staff should work together to determine 
who will attend and to ensure that the 
conference objectives are met. When 
making arrangements, consideration should 
be given to holding the conference away 
from the regular worksite, since it 
minimizes interruptions caused by 
competing priorities. All key attendees 
should be able to give their full 
attention to the issues. 

Informal 
atmosphere 

The EIC and Group Director should take 
steps to make sure that staff is aware 

_I that the report conference is a working 
session where people are expected to 
discuss the results of the work and 
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CONDUCTING REPORT CONFERENCES 

decide on the best way to communicate it 
in a GAO product. For the conference to 
work best , participants must understand 
that everyone is a team member trying to 
assess the job results and work out the 
best way of presenting them. 

Since the purpose of the conference is to 
surface and resolve as many issues as 
possible, it should not be viewed as 
merely a review of prepared materials. 
It is important that all those attending 
the meeting systematically discuss issues 
and facts in a congenial fashion. The 
discussion should be a team exercise in a 
nonthreatening environment with everyone 
present participating. 

The key to creating this informal 
atmosphere is for each participant to 
come to the conference with an open mind 
and a willingness to reach consensus on 
the product's message. This is not to 
say that participants should not enter 
the conference with a clear idea of what 
they hope to accomplish--this is what 
gives the conference much of its focus 
and direction. Instruments such as 
message design forms and outlines give 
the assignment's staff an idea of what 
the product will look like on paper. 
However, the key is to treat these ideas 
as starting points which will be refined 
to more effectively and adequately 
present the product's message. 

Assign a 
facilitator and 
recorder 

The facilitator ensures the roles of all 
conference participants are understood 
and, throughout the conference, maintains 
the focus of the discussion, elicits 
comments, and assures that important 
points are thoroughly discussed and 
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carried to their logical conclusion. The 
facilitator is usually the Group 
Director, Associate Director, or a senior 
person who participated in advance 
preparation. 

Someone should also be assigned the tasks 
of a recorder. The recorder should write 
agreements reached during the conference 
on a board or flip chart for all 
participants to see. Before the meeting 
ends, the recorder should review the 
notes with the group to be sure important 
points have not been omitted or 
misunderstood. It may also be helpful to 
have someone to type agreements reached 
or other items of importance prior to the 
conference conclusion. 

Allow sufficient 
time 

Sufficient time should be scheduled to 
permit discussion of all pertinent 
issues. Depending upon the job, the 
conference may take several hours or a 
couple of days. Variables that may 
affect the length of a conference include 
complexity of the job, prior involvement 
of management, comfort with the issues, 
and degree of multi-regional staffing. 

In some cases, the conference may surface 
gaps that require further work. In such 
cases, a second conference may be needed 
when the work is completed. Depending on 
the extent of work required, other 
arrangements, such as a follow-up 
telephone call to discuss the results of 
the additional work, may be used. 

Right people 
present 

Staff who are most familiar with the 
work, staff responsible for preparing the 
product, and managers who will approve 
the product's contents should attend. 
Essential report conference participants 
are: 

Page 9 



CONDUCTING REPORT CONFERENCES 

--EIC or project manager, 

--key audit team and technical assistance 
staff involved in data collection and 
analysis, and 

--Group Director. 

Whenever possible, the Associate Director 
should attend the conference. It is 
critical that the Associate Director 
agree with decisions made at the report 
conference concerning the product's 
message and presentation in order for the 
conference to be effective in reducing 
the drafting and review timeframe. If 
the Associate Director cannot attend, the 
Deputy Associate Director, Group 
Director, or other senior person in 
attendance is expected to represent 
management. The Associate Director 
should then be briefed on the agreements 
reached in order to obtain his/her 
concurrence on the planned message before 
substantial time is spent drafting the 
product. Another option is to use 
electronic communications to transmit the 
agreements reached to the Associate 
Director. This may aid in the Associate 
Director's review and concurrence before 
the conference reaches closure. 

Attendance of staff responsible for 
preparing the product will help ensure 
that agreements reached are reflected in 
the product and can speed the writing 
process. Therefore, the individuals 
assigned to do the writing (preferably 
experienced GAO writers) should participate 
in the conference. 
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In many cases it will be important that 
other people who have had a key role in 
the job or who are expected to have a key 
role in reviewing the product also 
participate in part or all of the 
conference. These include: 

--regional manager, ARM, or Regional 
Management Representative from lead 
region, 

--division report reviewer, 

--division or regional writer-editor, 

--subject area experts (inside or outside 
of GAO), and 

--representatives from other divisions and 
offices with whom the report must be 
coordinated. 

The conference process can be aided by 
having a "cold reader" attend to provide 
an independent point of view by asking 
probing questions about the evidence, 
findings, conclusions, and 
recommendations. One of the previously 
identified conference participants or 
someone completely independent from the 
job could serve as the cold reader. 

The circumstances under which the 
Division Director or the Deputy Director 
for Planning and Reporting should attend 
a conference should be determined on a 
case-by-case basis, e.g., major GAO jobs 
or groups of large-scale, multi-region 
audits concerning controversial issues. 
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Since a report conference is a working, 
decision-oriented meeting, the objective 
should be to keep it small; only key 
people should attend. Usually, 10 to 12 
participants is the largest group that 
can work effectively. 

Appropriate 
timing 

Generally, the appropriate time to hold 
the conference is near the end of field 
work and before staff have been released 
from the assignment. It is important 
that there is time allowed and staff 
available after the report conference to 
follow up on points raised at the 
meeting. In any event, a report 
conference should not be scheduled until 
the team has analyzed sufficient data to 
formulate, with some confidence, the 
job's findings, supporting evidence, 
conclusions, and recommendations, and is 
ready to have them approved by the Group 
Director and Associate Director (and 
other top managers as appropriate) before 
substantial time is invested in writing. 

The tendency to hold this meeting 
prematurely and base the discussion on 
expectations rather than on what has 
actually been found misses the point of 
the conference and represents a potential 
threat to its utility. On the other 
hand, experience indicates that if 
extensive, detailed report writing has 
not been done, staff are more open to new 
ideas and the conference is more valuable 
to them if they are not committed to one 
way of presenting the product message. 

Indepth discussion A detailed discussion of evidence 
of findings and obtained to support the findings is 
support important to assess the job's issues, 

prioritize the findings, and 
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determine the product's main message. 
In-depth analysis of each major finding 
should be performed. Depending on the 
job's objectives, this may include 
questioning and identifying the sources 
of criteria, condition, cause, and 
effect. Discussion of the job's 
objectives and the link between these 
objectives and the elements of the 
finding(s) is critical. The discussion 
could identify gaps which require 
additional work or, alternatively, 
findings or evidence not pertinent to the 
report's message which could be 
eliminated. 

It also helps the writer(s) prioritize 
the issues and organize the presentation 
of facts. 

Conference participants should review the 
Report Manual chapters on evidence, 
findings, conclusions, and 
recommendations for guidance on types of 
questions to be asked and examples of 
common problems to avoid. (Appendix II, 
pages 18 through 22, provides some 
questions that can be helpful in 
assessing the job results and developing 
the message.) There are different 
processes that will help facilitate the 
discussion of findings, such as 
completing a "message design form" or a 
"logic chart." Both of these documents 
include basically the same information 
but in different formats. (An example of 
a "message design form" is included as 
Appendix III.) An in-depth discussion of 
findings and support may also be 
facilitated by other processes, such as 
developing an executive summary and/or 
preparing an outline (see pages 15 
through 16). 
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If several findings or the results of the 
work from several regions are to be 
discussed, it may be advisable to 
complete the forms before the conference 
so that sufficient time can be spent 
discussing their content during the 
conference. 

Written memorandum A memorandum or document describing the 
on conference agreements reached during the report 
decisions conference should be prepared and 

distributed to each participant. This is 
important because conference participants 
may interpret discussions differently. A 
product outline that includes charge 
paragraphs, or an executive summary, may 
be circulated to show how the agreements 
will be implemented. A timetable for 
drafting deadlines should also be 
prepared and circulated. 

The Associate Director can refer to the 
outline when reviewing the first draft. 
If, as the writers begin drafting, some 
of the conference agreements are 
modified, all participants should be 
informed to assure that expectations and 
understandings are in accord. 

HOW IS A REPORT 
CONFERENCE 
CONDUCTED? 

No prescription exists for conducting a 
report conference. Focusing discussions 
on developing an executive summary or an 
outline are two techniques that have 
been found to be useful in GAO to 
facilitate agreement on the product's 
message. 
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Executive 
Summary 

Developing the standard modules of an 
executive summary is an effective tool 
for reaching agreement on a report's 
message. It has been found to be a 
successful approach even if the final 
product is a letter report. 

When an executive summary is to be 
developed during the meeting, 
participants would begin by discussing 
the purpose of the review, and 
specifically the report's objectives. 
The audit team might, as part of advance 
preparation, have written what it 
believes the reporting objectives are on 
a flip chart or on transparent vu-graphs 
that can be changed to reflect what is 
agreed upon* If the reporting objectives 
differ from the original objectives, this 
should be discussed. 

After reaching agreement on objectives, 
the participants would discuss and agree 
on the report's main message (Results in 
Brief)-- their bottom-line response to the 
objectives --and the evidence supporting 
this response (Principal Findings or 
GAO's Analysis). This discussion should 
encompass all findings and conclusions 
the team wishes to report. The findings 
can then be grouped according to major 
issues, and the participants can decide 
which are the most significant. Once 
these agreements have been made, the 
participants can begin to critique and 
test the recommendations. Participants 
should closely examine the link between 
the recommendations and the causes of the 
identified problems. 
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Finally the conference participants 
should decide what background information 
is needed to understand the reporting 
objectives and message. The background 
should include program-specific 
information to help put the message in 
its proper context. 

Outline Another useful technique for focusing the 
report conference discussions and 
reaching agreement on the product's 
message is to prepare/revise an 
outline. The length and detail of the 
outline will vary depending on the 
complexity of the product's message. The 
more detailed the outline is, including 
charge paragraphs and topic sentences, 
the less chance there is of 
misinterpreting the report's main message 
and its presentation. 

Detailed outlines provide format and serve 
as a "skeleton" of the product, clearly 
showing its structure. The charge 
paragraphs will embody the product's 
message, its scope, order, and tone. 
Branching from the charge paragraphs are the 
headings, subheadings, and topic sentences 
supporting the message and giving it organization. 
If the outline is developed to this extent in 
the conference, the writer essentially just 
needs to fill in the supporting details to 
complete the draft. 
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APPENDIX I 

EXAMPLE OF A 
REPORT CONFERENCE AGENDA 

Introduction 

A. Administrative matters 
B. Schedule for conference 

II. Agree on the product message 

A. Purpose of report 
B. Background 
C. Conclusion/results in brief 
D. Findings and evidence or GAO's analysis 

1. Major 
2. Secondary 

E. Recommendations 

III. Agree on how to present the message 

A. Issues 

1. Product type 
2. Audience 
3. Tone 
4. People to comment on draft 
5. Significance and order of information 

B. Results 

1. Outline/Charge paragraphs/Executive Summary 
2. Writing responsibilities 
3. Timeframes to complete the writing and to 

process the report. 
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APPENDIX II ' ' 
. 

QUESTIONS HELPFUL TO ASSESSING 
JOB RESULTS AND DEVELOPING THE PRODUCT'S MESSAGE 

REPORTING AND ASSIGNMENT OBJECTIVES 

0 Are there differences in the reporting and assignment 
objectives? 

0 Are they clear, do I understand them, and do they make 
sense? 

0 Are they measurable; are they too general to be 
meaningful, do they allow reader focus? 

0 Are reporting objectives doable? 

0 Are they biased, are unstated assumptions implicit in 
them? 

0 Are they linked to the request or, if not, are they 
reconciled? 

0 What expectations do they set; what elements of a 
finding would a reader expect to see? 

SCOPE AND METHODOLOGY 

0 Is there a clear/understandable statement of what work 
was done to respond to the objectives? 

0 Are there limitations to the work that should be 
recognized in reporting the findings? 

0 If the methodology is complex, should review by a 
technical specialist be obtained? 
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FINDINGS 

APPENDIX II 

0 Are all the elements 1 necessary to meet job objectives 
adequately developed? 

o CRITERIA: what should be the state of affairs 
that is desired or required? (What condition 
is compared to in order to demonstrate a 
deficiency or achievement.) 

-1s it stated fairly, explicitly, and 
completely? 

-1s the source identified (laws, 
regulations, procedures, etc. or 
assertions)? 

-Do we need OGC agreement on laws, 
regulations, or congressional intent? 

-1s the applicability self-evident or 
explained? 

-Are alternatives dealt with and explained? 

-Does it make sense; is it consistent with 
sound management principles? 

o CONDITION: what is the actual state of 
affairs? 

-1s it clearly stated and shown to exist 
through convincing evidence? 

-1s an accurate perspective given on extent 
or scope? 

-If gaps exist, are they so significant as 
to give a seriously incomplete picture? 
(This could affect conclusions and 
recommendations.) 

I Depending on the particular job's scope and 
objectives and on the evidence gathered, a 
traditional audit finding may include one or more of 
the elements criteria, condition, cause, or effect. 
Other types of jobs--e.g., evaluations or economic 
forecasts --could have different elements. 
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o CAUSE: What factors are responsible for 
differences between condition and criteria? 

-Are they clearly stated? 

-1s there a reasonable and persuasive 
argument for why they contributed to the 
difference as opposed to other possible 
causes? 

-How strong/convincing is the evidence 
supporting them? 

-Do they recognize the role of judgment? 

-Do they provide the basis for 
recommendations? 

-Are they attributable to internal 
management control weaknesses? 

o EFFECT: what is the significance of a 
difference between a condition and criteria, 
the consequences of the difference, or the 
impact of an intervention (policy, program, 
procedure or action)? 

-IS it stated clearly, concisely, and, 
where possible, in concrete terms? 

-1s it distinguished from condition? 

-1s there a clear, logical link to 
condition, criteria, and cause? 

-1s the significance demonstrated through 
credible evidence? 
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APPENDIX II 

o EVIDENCE: 

-What type of evidence has been gathered? 

o Is it testimonial, observation, 
documentary, or analytical? 

o How good/convincing is it? Will it 
withstand the most likely opposing 
views? 

o Is corroborating evidence needed? 

-Have the sources of the evidence obtained 
been identified? 

-Was the information used to develop the 
evidence based on the most current data 
available? 

-1s the evidence valid, complete, and 
relevant (is there a logical, sensible 
relationship between the evidence and the 
audit issues)? 

CONCLUSIONS 

0 Do they clearly and logically flow from the findings? 

0 Do they overstate/understate findings? 

0 Do they recognize limits of findings and scope of work? 

0 Are they placed in context of real-world constraints? 

0 Do they provide balance/perspective? 

RECOMMENDATIONS 

0 Is what needs to be done clear? 

0 Are they directed to the appropriate person/level? 
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0 Is there a clear logical link to identified problem and 
cause? 

0 Are they feasible, practical, and workable? 

0 Are there any adverse effects? 

0 Are alternatives considered and dealt with? 

AGENCY COMMENTS 

0 Have the findings been discussed with agency officials? 

0 What is the most likely reaction to our message? If 
sharp disagreements are expected, will we be able to 
overcome opposing views? 

0 How will agency's agreements or disagreements be 
handled in the report? 
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APPENDIX III 

EXAMPLE OF A 
MESSAGE DESIGN FORM 1 

Job Objective: Determine if Farmer Home Administration's 
(FmHA) procedure for testing farm well 
water for contamination was followed. If 
not, determine why and if citizens have 
been exposed to contaminated water from 
untested wells. 

Condition: In 15 of the 34 counties GAO examined, 
individual water systems of a FmHA unit were 
not tested for contamination. 

Criteria: FmHA agency bulletin requires that farm wells 
be periodically tested for chemical bacteria 
and be free of contaminants. Department of 
Health and Human Services water standards for 
human use are applied. 

Discrepancy: Tests of water systems were not performed by 
all counties, as required. GAO noted 44 

Effect: 

Cause: 

percent (15 of 34 counties) with no 
inspection. 

Audit tests revealed contamination in 20 percent 
of untested wells. Therefore, the health of 
residents using water from bacterially 
contaminated wells was endangered as a 
consequence of the discrepancy. 

FmHA personnel were unaware of the requirement and 
did not request health department well tests. 
FmHA management was not monitoring compliance with 
its testing requirement. 

Conclusion: FmHA procedure for testing well water was not 
followed in 44 percent of counties examined. 
We found that 20 percent of these untested 
wells were contaminated. As a result, 
residents are using water from bacterially 
contaminated wells. 

Recommendation: The FmHA Administrator should promptly 
notify all county offices of its well 
water testing requirement and establish a 
system to monitor compliance. 

IThis example-i-llustrates a traditional audit finding 
that may include the elements criteria, condition, 
cause, and effect. Depending on the particular job's 
objectives, scope, and methodology, and on the evidence 
gathered, the elements of a finding may differ. 
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PREFACE 

Sampling is a very important element in the design of an 
audit or evaluation. The purpose of this paper is to help GAO 
managers and evaluators learn more about statistical sampling and 
the role it plays in project design and execution. We have 
attempted to take the mystery out of what is often thought of as 
an esoteric subject by "walking" the reader through the various 
sampling procedures. 

Using Statistical Sampling describes sample design, selection 
and estimation procedures, and the concepts of confidence and 
sampling precision. Two additional topics, treated in a briefer 
fashion, include special applications of sampling to auditing and 
evaluation and some relationships between sampling and data 
collection problems. Last, but not least, the strengths and 
limitations of statistical sampling are summarized. Some topics 
of a more technical nature appear in the appendixes, as follows: 

Appendix I discusses some of the theory behind sampling. 

Appendix II presents a comprehensive description of 
sampling procedures. 

Appendix III discusses the computations used for stratified 
and cluster sampling. 

Appendix IV is an annotated bibliography of books on 
statistical sampling. 

Appendix V lists various packaged, or "canned," computer 
programs that can do sampling computations. 

GAO policy on sampling is set forth in the General Policy Manual, 
pages 7-7 and 7-19. 

In this document, we have chosen to describe computations and 
sample selection procedures as if they were done manually, even 
though computer programs are typically used to select samples, 
determine sample sizes, and calculate estimates. We have done 
this because we think it is important that the persons using those 
programs understand what is going on inside the machine; otherwise, 
they would just be feeding the computer the required data and 
accepting uncritically whatever came out. 

This paper makes the assumption that the reader has had a 
one-semester college course in statistics. However, those who 

= have not had such a course (or who think they may have forgotten 
the basics) can refer to appendix I. We do not expect that 
every GAO evaluator, after reading this paper, will be able to 
design and carry out a statistical sampling plan without 
assistance. Rather, we hope to provide enough background on 
sampling concepts and methods to enable evaluators to (1) identify 
jobs that can benefit from statistical sampling, (2) know when to 
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seek assistance from a statistical sampling specialist, and (3) 
work with the specialist to design and execute a sampling plan. 

Using Statistical Sampling is one of a series of papers issued 
by the Program Evaluation and Methodology Division (PEMD). The 
purpose of the series is to provide GAO evaluators with handy, 
clear, and comprehensive guides to various aspects of audit and 
evaluation methodology, to explain specific applications and 
procedures, and to indicate where more detailed information is 
available. Other papers in the series include Designing 
Evaluations, Causal Analysis, Content Analysis, and Using 
Structured Interviewing Techniques. We welcome the comments of 
all our readers, who are encouraged to let us know of any 
questions, suggestions, or reactions they may have. These should 
he addressed either to Carl W isler, Associate Director, or to me. 

Eleanor Chelimsky 
Director 
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CHAPTER 1 

INTRODUCTION 

Sampling is nothing new or unusual. For thousands of years, 
people have been basinq judgments about a large group of objects 
on their observations of a few of them. Prehistoric humans 
probably decided whether the berries on a bush were edible by 
tasting a few of them (with possibly fatal results). At harvest 
time, farmers judged the quality and expected yield of a wheat 
field by rubbing the husks off a few ears of grain pulled from 
various parts of the field. People have used sampling techniques 
such as spot checking for many years. The great improvement in 
the last 50 years or so has been the development of statistical 
sampling. We now have ways of drawing and analyzing samples to 
produce more objective information of better quality and of being 
explicit about its limitations. 

Sampling is one aspect of GAO projects and, consequently, the 
design of a sample is one part of an overall project design. The 
time to start consideration of sampling is during project design. 

PROJECT DESIGN 

The design of any project starts with the question being 
asked. Designing Evaluations, a PEMD transfer paper issued in 
July 1984, classifies audit or evaluation questions as 
descriptive, normative, or cause and effect.1 The answers to 
descriptive questions provide information on existing conditions. 
The answers to normative questions compare an observed outcome 
with a given level of performance. The answers to cause-and- 
effect questions indicate whether observed conditions, events, or 
outcomes can be attributed to program operations. The methods 
used to answer evaluation questions, known as "audit" or 
"evaluation" strategies, can also be classified. As discussed in 
Designing Evaluations, the strategies and the types of questions 
most commonly addressed by each strategy are 

Audit or evaluation Type of evaluation question 
strategy most commonly addressed 

Sample survey Descriptive and normative 
Case study Descriptive and normative 
Field experiment Cause and effect 
use of available data Descriptive, normative, and 

cause and effect 

'Here we refer to the few broad questions that dictate an 
evaluation's objective; later we will be concerned with the much 
narrower issues that must be addressed in designing a sample. 
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In a sample survey, data are collected from a sample of a 
universe to determine the prevalence, distribution, or 
interrelationship of events and conditions. The case study 
analytically describes an event, a process, an institution, or a 
program; this strategy can use either a single case or multiple 
cases. The field experiment compares outcomes of program 
operations with estimates of what the outcomes would have been in 
the absence of the program. The use of available data refers to 
the use of previous reviews or data bases previously collected and 
still available. 

No matter which strategy is used, evaluators need to consider 
several elements in designing a job. Designing Evaluations lists 
seven design elements: 

1. kind of data to be acquired, 

2. sources of information (for example, types of 
respondent), 

3. methods for sampling information sources (such as 
statistical sampling), 

4. methods of collecting data (such as self-administered 
questionnaires), 

5. timing and frequency of data collection, 

6. basis for comparing outcomes with and without a program 
(for cause-and-effect questions), and 

7. analysis plan. 

In this paper, we are concerned primarily with the methods 
used for sampling information sources. Although we briefly 
discuss data collection methods, two other PFMD transfer papers, 
Developinq and IJsing Ouestionnaires (publication pending) and 
Using Structured Interviewing Technigues, describe these two 
methods in much greater detail. In the future, we will issue 
documents detailing the four evaluation strategies as well as data 
analysis methods. 

SAMPLE DESIGN AS AN ELEMENT 
OF PROJECT DESIGN 

In the context of auditinq and evaluation, a sample is a 
portion of a universe of possible information sources and sampling 
refers to the methods for selecting those sources. Sampling is an 

c element of project design, which, along with such other elements 
as data collection and analysis methods, determines the soundness 
of the answers to our evaluation questions. 

The broad sampling options available may be understood by an 
example. Suppose we want to know how federal centers for runaway 
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youths are operated. For certain kinds of information (e.g., 
project cost and staff size), the directors of runaway-youth 
centers are probably the best source of information. We may then 
regard the center directors as our universe of possible 
information sources. An important project design issue is how to 
select the directors from whom we will seek the information we 
need. 

Three options are available for choosing the directors. 
first possibility is to gather information from all center 

The 

directors. This is called a "census," and it may be thought of as 
a special case of sample-- a sample of all possible information 
sources. Sometimes, conducting a census is a desirable course, 
but this strategy is not the main subject of this paper. 

A second possibility is to apply a judgmental process to the 
selection of center directors. We might look at the locations of 
the centers and choose directors so that cities, suburbs, and 
rural areas are each represented to some degree. Or, bearing in 
mind the cost of travel to the center sites, we might choose the 
directors who are located closest to our office. Judgment 
sampling, which can be used to select information sources in many 
different ways, is largely outside the scope of this paper. 

The third possibility is to select center directors by 
statistical sampling. Here, chance determines which directors are 
selected. Most of this paper is devoted to statistical sampling 
and to describing the variety of ways in which chance can be 
invoked (sample design), the processes for choosing information 
sources (selection procedures), and the methods for drawing 
conclusions about a universe based on information about a sample 
(estimation procedures). 

REPRESENTATIVENESS: THE GOAL 
OF STATISTICAL SAMPLING 

In many GAO projects, the objective is to answer questions 
about a universe of people or things. In the example of centers 
for runaway youths, we wanted to know how the projects in the 
universe of projects for runaway youths were operated. This 
objective can be achieved by looking at a sample of projects, if 
the sample is representative of the universe. 

A representative sample has approximately the same 
distribution of characteristics as the universe from which it was 
drawn. A detailed discussion of the concept of a representative 

a sample is outside the scope of this paper but most people have an 
intuitive understanding of representativeness (see Kruskal and 
Vosteller, 1979 and 1980, for an extensive treatment).2 A 
representative sample of runaway-youth centers is like the 

2Appendix VI contains complete bibliographic data. 
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universe in terms of characteristics such as number of center 
staff, types of youths who come to the center, average duration of 
stay, and so on. with such a sample, we infer that the 
characteristics of the universe, which we do not know, are like 
the characteristics of the sample, which we do know. 

Statistical sampling produces a sample that, it can be 
persuasively argued, is representative of a universe. However, 
samples of a universe differ from one another as well as from the 
universe itself. Hence, it is desirable to have an objective 
measure of the possible variation between samples and of the 
sample's relationship to the universe. With this information, it 
is possible to determine the amount of error that arises because 
our sample does not correspond exactly to the universe. This is 
an important feature of statistical sampling. It allows us to be 
precise about the error introduced by the sampling process. We 
can then decide whether the amount of error is tolerable when 
weighed against trade-off factors, such as the cost of obtaining a 
larger sample that will have less error. 

RANDOM SELECTION 

The essence of statistical sampling is selecting a sample by 
some random (or chance) process. By randomizing the sample 
selection, we make sure that the sample represents the universe, 
within the limits of sampling error, and we can measure the 
precision of the information yielded by the sample. 

The term "random selection" does not mean a haphazard or 
"catch as catch can" sample, such as inspecting poison gas shells 
that are stored closest to the entrance to an ammunition bunker or 
interviewing "average-looking" people on street corners. Rather, 
to select randomly is to eliminate personal bias or subjective 
considerations from the choice of the sample items. Every item in 
the universe has an equal or known probability of being selected, 
and items are selected independently. Although the results 
obtained from different random samples drawn from the same 
universe differ (as we will see in chapter 3), the differences 
stem from chance, not personal bias or other systematic factors. 

The selection of a sample by some random method in order to 
obtain information or draw conclusions about a universe is 
referred to as "probability" or "statistical" or "scientific" 
sampling. Regardless of the name used to describe the method, the 
key elements are that (1) each possible sample from the universe 
has a known (nonzero) probabilitv of being selected and (2) the 
actual selection technique truly executes the random method. 

m DISTINGUISHING BETWEEN SAMPLES 
AND EXAMPLES AND BETWEEN 
SAMPLING OPERATIONS 

It is important to distinguish between samples and examples. 
A statistical sample, as we have stated, is selected in a way such 
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that the information obtained represents the characteristics of 
the universe from which it was selected. An example, however, 
assists in describing findings and recommendations or 
demonstrating a particular point. Usually, the characteristics of 
an example are known before it is selected. The example may be 
selected as a typical case, or it may be selected to represent an 
unusual or problem situation. Examples can be chosen from the 
items that were already selected in a random sample. There is no 
objection to using carefully selected items as examples, provided 
that we describe them as examples and do not imply that they are 
representative of the universe. 

It is also important to distinguish between three 
interdependent sampling operations: sample design, selection 
procedures, and estimation procedures. Sample design refers to 
the plans made for the overall way in which a sample will be 
related to a universe. Selection procedures are the methods used 
to select units from a universe. Ystimation procedures are the 
ways of estimating the characteristics of a universe from 
information acquired about a sample. 

The sample design will affect the estimation procedures to be 
used, and it may also affect the selection procedures. 
Conversely, the sample design is often affected by the estimation 
procedures the evaluators want to use. Further, selection 
procedures can have a major effect on how precision is estimated, 
and the types of estimates to be developed can have a bearing on 
the selection procedures to be used. 

THE ORGANIZATION OF THIS PAPER 

Three sampling strategies are available: census, judgment 
sampling, and statistical sampling. This paper focuses on 
statistical sampling. If statistical sampling is part of a 
project design, the further choice of a particular sampling 
procedure, such as simple random sampling or cluster sampling, is 
necessary. And to implement the project design, two other major 
steps are required: sample selection and estimation of the 
universe characteristics. 

Chapter 2 provides an overview of all three components: 
sample design, sample selection, and estimation. Chapter 2 also 
provides more detail on statistical sample designs by covering 
simple random sampling, stratified sampling, and cluster 
sampling. Chapter 3 takes up matters of basic estimation, using 
the concepts of confidence and precision. Chapter 4 contains 
more-advanced estimation procedures. Some special sampling issues 
that apply more to auditing than to evaluation are discussed in 

* chapter 5. Chapter 6 discusses sample selection--the 
considerations in randomly selecting the sample units. Chapter 7 
provides a bridge between sampling and topics on data collection 
and analysis, such as missing data and nonresponses. Chapter 8 
briefly summarizes the strengths and limitations of statistical 
sampling. 
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For readers who feel they need a refresher on the theoretical 
concepts underlying sampling, appendix I provides the level of 
introduction that might appear in a first course in statistics. 
Appendixes II-V contain material that extends the information of 
the main text, and appendix VI contains the bibliographical data 
for references in the text. 
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CHAPTER 2 

AN OVERVIEW OF SAMPLE DESIGN 

AND SELECTION AND ESTIMATION PROCEDURES 

SAMPLE DESIGN 

Sample design is a part of the overall project design 
composed of the seven elements listed in chapter 1. Although 
designing a project is an iterative process involving the several 
elements, we must tentatively formulate the audit or evaluation 
questions and make preliminary decisions about data collection 
methods before trying to settle sampling issues. It is also 
advisable to have a preliminary data analysis plan in mind before 
working on the sampling design. 

Sample design involves the following steps: 

1. defining the universe and the sampling units, 

3 -. choosing the sampling strategy (census, judgment, 
statistical) and the type of sampling (simple random 
sampling, stratified sampling, etc.) to be used, and 

3. determining the size of the sample. 

Defining the universe and the sampling units 

It is necessary to define the universe very carefully, 
because this is the entire collection or group of items to which 
our estimates and inferences apply. In many projects, more than 
one universe of information sources will be of interest. In the 
example of the runaway-youth centers, it may be desirable to 
obtain information not only from center directors but also from 
staff members, youths staying at the centers, and the parents of 
the youths. In principle, the sampling considerations in 
choosing directors are simply extended to other universes but, in 
practice, some designs may be more advantageous than others. 
Sampling specialists should be consulted. 

The logical starting place may be with either the universe or 
the sampling units. We might begin, for example, with the 
understanding that we want to draw conclusions about the universe 
of rail shipments of ammunition in 1984. We must then decide upon 
the sampling units. Do we want to define the sampling unit as the 
total shipments made by a depot, the total shipments received by a 

e military unit, the government bill of lading for an individual 
shipment, or something else? 

If we begin with a sampling unit defined as a government bill 
of lading involving rail shipments of ammunition, then we must be 
clear about just what universe of bills we want to draw 
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conclusions about. DO we want to include shipments from all 
ammunition depots in the country or Navy depots only, and are they 
shipments for an entire year, a single month, or a quarter? 

Once the universe has been defined, we must either obtain or 
develop a sampling frame. The sampling frame is a list of items 
contained in the universe. The list can be printed on paper, it 
can be a magnetic tape file or a file of punchcards, or it can be 
a file of accounts-receivable ledger cards or stock record cards. 
The frame should have several characteristics. First of all, the 
frame should permit the sampler to identify and locate the 
specific item that is to be drawn into the sample and to 
differentiate this item from all other items in the sampling 
frame. The frame should also contain all the items in the 
universe. For example, if the universe has been defined as the 
civilian work force at a naval shipyard, the list of workers from 
which the sample is drawn should include all civilian workers on 
the date of the audit or study, should contain no duplicate 
entries, and should contain no entries not in the universe. 

In addition, we may want to define subdivisions of the 
universe. One type of subdivision is the stratum, a subpopulation 
obtained by dividing the universe into two or more mutually 
exclusive groups, or "strata," which we can do if we know in 
advance the number of sampling units in each stratum. Independent 
random samples are selected from each stratum in order to obtain 
more precise estimates or to emphasize certain portions of the 
universe, such as units with a high dollar value or a great 
potential for error. Often, the stratification system is based on 
the locations of the units of observation. Pxamples of strata are 
households classified as urban and rural,.naval bases classified 
by geographic location, and taxpayers classified by income. 

Another type of universe subdivision is the domain of 
interest. This type of subdivision is necessary when separate 
estimates are needed for each of a number of classes into which a 
universe may be divided but we do not know in advance the number 
of sampling units in each class. Thus, we must depend on the 
sample if we are to develop this information. Examples of domains 
of interest are students at a university who intend to major in 
education, travel vouchers involving the use of a personally owned 
vehicle, and farms worked by tenants. 

The sampling units are often defined to be persons or things 
we want to study-- the units of the universe about which we need 
information. Rut sometimes, because of the arrangement of the 
universe, the lack of a list of'items we want to observe, 
and practical considerations, we may have to select a sampling 

c unit that is larger than the item about which we want to obtain 
data. An example is selecting a household in order to determine 
the employment or health status of its members. In this example, 
the item of interest, the household member, is called the 
"secondary sampling unit," and the larger unit, the household, is 
called the "cluster" or "primary sampling unit." 
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The primary sampling units must (1) be mutually exclusive 
and (2) include the entire universe. This means that each unit 
being observed, the secondary sampling unit, must belong to one 
and only one primary sampling unit and that the primary sampling 
units must cover the entire universe. 

Sometimes, the cluster or primary sampling unit consists of 
so many items that we must select a sample of items within each 
primary sampling unit. (This is called "two-stage sampling.") 
Occasionally, it is necessary to select a sample of primary units, 
a sample of secondary units from within each primary unit, and a 
sample of items from within each secondary unit. (This is called 
"multistage sampling.") 

Sometimes, samples are taken in two or more phases, or 
"waves." This technique may be used to take a large preliminary 
sample, classify the sample into two or more domains of interest, 
and then draw smaller subsamples from the domains of interest. 
This type of sampling is known as "double" or "two-phase" 
sampling. An excellent example of double sampling cited by 
Cochran (1977) involved surveys of the German civilian population 
in 1945, when the sample from each town was usually drawn from 
rationing lists. It was proposed that the population be 
stratified by sex and age. Recause the sample had to be drawn in 
a hurry and the rationing lists were in constant use, it was not 
possible to tabulate the population by sex and age. However, a 
moderately large sample of names could be selected quickly. Each 
person selected was classified into the appropriate sex-age 
class. From these classifications, smaller samples of persons to 
be interviewed were selected. 

Another type of two-phase sampling is drawinq repeated 
samples from the same universe. The usual purpose of these 
samples is to measure change from a preceding time period or 
periods and to obtain current estimates on statistics of 
interest. The general procedure is to replace part of the sample 
(or select new sample units) and retain part of the sample every 
time the data are collected. An example is the current population 
survey conducted by the Bureau of the Census to measure employment 
and unemployment. In this survey, one fourth of the households 
are replaced by new sample households each month, so that a 
household is in the survey for 4 months. The household is omitted 
from the survey for the following 8 months, brought back into the 
survey for 4 more months, and then dropped. The current 
population survey uses this procedure because (1) more accurate 
measures of change are obtained by looking at differences in the 
same units over time and (2) concern about burdening respondents 
limits the number of periods any one household can be included. 

Choosing a sampling strategy 

Three broad sampling strategies were outlined in chapter 1. 
The choice of a census, a judgment sample, or a statistical sample 
is a project-design decision of qreat importance. Resides the 



project objective, factors such as cost, precision, and the 
feasibility of drawing certain kinds of samples must be 
considered. Although this paper is primarily about statistical 
sampling, a brief outline of the pros and cons of different 
sampling strategies is appropriate. We recommend that before you 
decide on a sampling strategy, the project staff seek assistance 
from sampling statisticians in PEMD. 

For some GAO projects, a census is appropriate, as when the 
individual items in the universe are very important in themselves 
or when the information to be obtained is critical and the 
universe is small enough to allow loo-percent sampling. On other 
occasions, the universe may be so small that sampling is not 
needed. Also, when all the data are already on a computer or in 
machine-readable form, it is often no less efficient to analyze 
every item. This is because most of the work is in setting up the 
programs, not in processing the items, and because the computer 
must read every record to select it for inclusion or exclusion. 
Aside from special cases, the main disadvantage of a census is 
usually the high cost relative to other options. 

Judgment sampling is not statistical or scientific sampling: 
it is discretionary. rn.this type of sampling, the evaluator 
bases the selection of a sample on knowledge or judgment about the 
characteristics of the universe. Yaphazard or "catch as catch 
can" samples-- for example, grabbing a few items "at random"--are 
usually included in the category of judgment sampling. 

Judgment samples have valid uses. When one need not 
generalize to a universe, a census or a statistical sample is not 
necessary and a small judgment sample might be cost effective. 
For example, if the objective of an audit is to show 
vulnerability to fraud (without regard for the probable incidence 
of fraud), a judgment sample may be satisfactory. 

The case study approach uses judgment sampling. By 
definition, one of the features of the case study strategy is that 
it is not a census and does not involve statistical sampling of 
cases (GAO, 1984). There are a variety of situations in which 
case studies, and thus judgment sampling, would be appropriate. 

Sometimes the job objective is to generalize, but it is not 
possible to obtain a suitable list of the universe. Statistical 
sampling is then not possible, and we may be forced to use a 
judgment sample. Although not necessarily less accurate than 
probability samples in describing a universe, judgment samples 
lack three important characteristics of statistical samples: (1) 

. random selection of the cases to be examined, (2) scientific 
determination of the sample size, and (3) objective evaluation of 
the sample results. 

The key problem with using a judgment sample when we want to 
generalize is that we have no way of knowing how near the results 
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obtained are to the universe characteristic we are attemptina to 
measure. A statistical sample's results, in contrast, can be 
computed and expressed in auantitative terms. That is, evaluators 
can numerically measure the Drecision of the' &ample results and 
the probability that the sample estimate is within the calculated 
precision of the universe characteristic. 

When the objective of a project is to draw conclusions about 
a universe of people or thinqs and when we can list the universe, 
statistical sampling is the method of choice. (It is not 
necessary to literally "list" the universe. For example, it is 
possible to randomly select from the list of all possible Phone 
numbers without possessinq a phvsical list of such numbers. 
Sometimes the list exists only in a conceptual sense.) 

Because no individual's judqment is infallible and because 
the ability to make effective judqments varies widely from 
individual to individual and even in the same individual from time 
to time, the evaluators* judqment and objectivity can always be 
questioned in judqment samplinq. This is not so in statistical 
sampling, which is based on the widely accepted theory of 
probability, because the sample is scientificallv selected and 
evaluated. Certainly, the complaint that evaluators looked at 
only the worst cases would have no merit. 

Usinq statistical samplinqF a third partv can repeat a study 
and expect to come to comparable conclusions about the 
characteristics of the universe beinq measured. Althouah the 
study results may he interpreted differently, there can be no 
question about the facts. Likewise, statistical samoles can be 
combined and evaluated even if they were taken by different 
persons. Evaluators workinq at different locations can 
participate independently in the same study, and the results from 
the several locations can be combined to develop one estimate. 
Also, a study started by one evaluator can be continued by 
another without difficulty. Further, if evaluators decide to 
extend the sampling, they can do so easily and combine the 
results. 

Statistical samplina provides a means of objectively 
determining the sample size in order to provide results havinq the 
precision required for the universe beina examined and the 
question being answered. This approach usually results in a 
smaller sample, with resultant savinqs in time and money, than 
that found in judqment sampling. Because of the intuitive but 
incorrect belief that an adequate sample must always be a fixed 
percentaae, say 5 or 10 percent, of the universe, oversamplinq 
occurs freuuently in judqment samplinq. However, if the universe 
is small, usinq the intuitive approach of selectins a sample that 
is equal to a fixed percentaqe of the universe could vield a 
sample too small to produce reliable results. For example, if 
the universe consisted of 200 items and a lo-percent sample were 
drawn, the sample size would be only 20 items. 
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Statistical sampling may sometimes be a more powerful method 
of discovering fraud or misuse of resources. After several 
reviews, an agency employee might be able to figure out the 
auditors' selection pattern if they used judgment sampling. The 
employee could then arrange files so that the auditors would not 
select documents containing evidence of fraud. However, in 
probability sampling, all documents have a certain probability of 
selection, and manipulating their location in the files will not 
affect this probability. Also, because statistical sampling 
results in selecting items from more files, agency employees may 
feel that the evaluators are making more thorough examinations and 
therefore may be less likely to continue the fraud or other 
abuse. 

A particular GAO project may use a combination of samples. 
For example, runaway-youth centers might be chosen 
jud-gmentally, but within each center information could be sought 
from a random sample of youths who used a center's services. The 
most appropriate combination depends upon the project's objectives 
and constraints. 

Determining the type of statistical sampling 

If a statistical sample is the choice, a further decision 
must be made among the possible types of statistical sampling 
methods. Among the types that might be used, three common 
ones-- simple random sampling, stratified sampling, and cluster 
sampling-- are discussed later in this chapter. Two additional 
sampling types, discovery sampling and acceptance sampling, are 
relevant to some audits and are discussed in chapter 5. 

Determining the sample size 

The determination of an appropriate sample size is part of 
sample design. However, we do not treat sample size in the 
discussion on sample design for two reasons: (i) factors that 
must be considered in calculating sample size, confidence, and 
precision are not introduced until chapter 3 and (2) sample size 
also depends upon the estimation procedures, which are discussed 
in chapters 3 and 4. 

To use this paper for guidance in determining sample size, 
evaluators should decide on the sampling method to be used, the 
estimation procedure, the precision required, and the confidence 
level desired. Reference to the appropriate section on 
calculating sample size in chapters 3 or 4 will then provide the 
necessary quidance. 

m SELECTION PROCEDURES 

Selection procedures involve the method of actually picking 
the sampling units (sometimes called "drawing" the sample). All 
types of statistical samples use random selection procedures. The 
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selection procedure may be dictated by the universe's arrangement, 
the evaluators' knowledge or "guesstimate" about how the sampling 
units are arranged within the universe, the proportion of the 
universe that will be drawn into the sample, or the method used to 
identify the sampling unit. Several selection procedures may be 
used for a single sample design. 

Practical selection procedures are discussed in detail in 
chapter 6, but a short example will illustrate a procedure. 
Consider the runaway-youth program example again. Suppose we wish 
to use the simple random sampling design for selecting 50 center 
directors from a universe of 200. One procedure would be to 
write the name of one director on each ping-pong ball, on0 Cnr 
each center in the universe, and put the 200 balls into an urn. 
The urn would be thoroughly shaken, and a person would draw 50 
balls from the urn to form the sample. In this procedure, each 
ball, and therefore each director, would have an equally probable 
chance of being included in the sample. The procedure would be 
random, and the sample would conform to the requirements of the 
simple random sampling design. 

ESTIMATION PROCEDURES 

Estimation procedures, discussed in chapters 3 and 4, refer 
to the mathematical formulas used to calculate both the estimates 
of universe characteristics obtained from sampling and the 
precision of these estimates. The confidence level and sampling 
error estimates tell us how much reliance can be placed on the 
universe estimates and how precise they are, respectively. The 
various types of computation methods, such as manual calculations, 
with or without a calculator, or computer calculations, may be 
considered part of estimation procedures. 

To briefly illustrate an estimation procedure, we can 
consider the runaway-youth example again. Suppose we want to use 
the information acquired from our sample of directors to estimate 
the total number of staff members employed by all the centers. 
If simple random sampling tias used, the estimation procedures are 
easy. 

Fifty of the center directors, or one fourth of the universe, 
were in our sample. If the 50 directors reported, collectively, 
that 287 staff members worked in their centers, then our best 
estimate of the total staff members for all centers would be 4 
times 287, or 1,148. In this simple case, the universe estimate 
is just inversely proportional to the sampling fraction of one 

L fourth. 

The foregoing universe estimate will almost certainly be 
incorrect by some amount because of sampling error. However, by 
using the concepts of precision and confidence, we can also 
estimate the amount of error in the estimate. Procedures for 
doing so are discussed in chapters 3 and 4. 
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Data collection from a sample seldom proceeds exactly as 
planned. When we get nonresponses to questionnaires or when 
sample values are missing, special estimation techniques are 
required. Some of the interplay between sampling and data 
collection problems is discussed in chapter 7. In general, 
evaluators should consult with a specialist for advice on how to 
cope with data problems when making estimates. 

SIMPLE RANDOM SAMPLING 

Simple, or unrestricted, random sampling is the simplest 
method of drawing a statistical sample, and this design is basic 
to all others. The assumptions underlying the use of simple 
random sampling are that the population is homogeneous and is in 
one location, or it can be sampled from a single list of sampling 
units if it is in several locations, and that there is only 
moderate variation among the values of the items in the universe. 
Once the universe list has been developed, the sample can be drawn 
by using one of the selection procedures described in chapter 6 or 
appendix II. No attempt is made to segregate or separate any 
portion of the population into separate groups before the sample 
is selected. Thus each individual item in the universe has an 
equal probability of being included in the sample. This is the 
most common method of sampling but sometimes is less efficient 
than other methods. 

An example of simple random sampling in GAO work is 
selecting a random sample of children participating in one school 
district's lunch program, in order to determine whether their 
family income meets that program's eligibility criteria. 

STRATIFIED SAMPLING 

Stratified sampling refers to the situation in which the 
universe is divided into two or more parts (strata) and a random 
sample is selected from each part (stratum). An estimate is 
determined separately for each stratum, and these are combined to 
form an estimate for the entire universe. A stratum is a 
subpopulation from the total population. The terms "high income," 
"middle income," and "low income" indicate three strata of a 
universe of people classified by the income they received. 
Invoices might be divided into two strata, one for those for 
$1,000 or more and another stratum for those of less than $1,000. 
A stratum in the universe of accounts receivable might be composed 
of all accounts with balances of $1,000 or more. A stratified 
sample can be used to 

--obtain equal precision with a smaller sample or greater 
reliability with a given sample. Stratification generally 
reduces the cost of a sample for a given precision; 

--obtain separate estimates for the groups in the individual 
strata, if such estimates would be useful for comparison 
purposes; and 
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--give special emphasis to certain types of transactions, 
such as those of high dollar values or those with a great 
error potential. 

Sometimes stratification is necessary because the universe 
is divided UP among several locations and it is not possible to 
develop a single sampling frame. For example, the objective of 
the project may be to measure error in the pay of civilian 
employees of the Air Force working at several different air 
bases. If it is not possible to develop a single list of 
employees at all the air bases, a separate sample will have to he 
drawn at each air base, and estimates for each air base will have 
to be combined in order to obtain one overall estimate for the 
entire universe. 

Stratification may be desirable if the costs of data 
collection differ from stratum to stratum. For example, in one 
stratum we may have to collect the data by personal interview but 
in another stratum we may be able to use mailed questionnaires. 

When defining strata and setting stratum boundaries, 
evaluators should keep certain rules in mind. (1) Each sampling 
unit can be included in one, and only one, stratum, (2) The 
strata must not overlap. (3) The items in each stratum should be 
as much alike as possible in relation to the characteristic being 
measured. 

Each stratum is considered a separate universe from which 
items are selected independently; that is, the sample selected in 
one stratum must not depend on, or be related to, the sample 
selected in another stratum. One of the acceptable random 
selection procedures is used to draw the sample in each stratum. 

The total sample may be allocated to each stratum in 
proportion or in disproportion to the number of sampling units in 
that stratum. With proportional allocation, the sampling 
fraction (sample size divided by universe size) is the same in 
each stratum. With disproportional allocation, sampling 
fractions differ in two or more strata. Disproportional 
allocation may be based on professional judgment or on 
mathematical formulas, in order to minimize the overall sampling 
error or the overall cost of data collection. Appendix III 
discusses the allocation of sample size to strata as well as the 
calculation of estimates, sampling errors, and sample sizes with 
a stratified sample design. 

e CLUSTER SAMPLING 

Another type of sampling is cluster sampling, which is the 
selection of groups of items (or clusters) rather than the 
selection of individual items directly. Examples of clusters are 
folders in filing cabinet drawers, baskets of produce, counties 
in a state, and the persons in a household. We are sometimes 
able to examine all the items within the sample cluster. 
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However, if the clusters are large, it is often preferable to 
select a random sample of items within the cluster. This is 
referred to as "two-stage" sampling. 

Because of the size and complexity of some universes, 
cluster sampling must on occasion be done in three stages. We 
select first the primary sampling units, then the secondary 
sampling units within each primary unit, and finally the items 
within each secondary unit. An example of cluster sampling is 
given in appendix III. 
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CHAPTER 3 

RASIC ESTIMATION PROCEDURES AND FURTHFR 

SAMPLE DESIGN CONSIDERATIONS 

This chapter introduces the concepts of precision, 
confidence, and sampling error. In the context of sample design, 
these concepts lead to a determination of the sample size 
appropriate for a particular evaluation or audit. Almost 
invariably, one of the first questions someone interested in 
sampling asks is, "HOW large a sample do I need to take?“ 
Procedures for calculating sample size are presented in this 
chapter. Basic estimation procedures are presented for two 
situations: sampling for variables and sampling for attributes. 

Sampling for variables is used when we are estimating 
something that can be quantified or measured in dollars, pounds, 
feet, and so on. This measurement is known as a variable. Some 
examples of variables are a person's weight, the tensile strength 
of wire, and the dollar error in an accounts-receivable balance. 

When sampling for attributes, we want to determine how 
frequently items having a certain characteristic occur in a 
universe. The characteristic, or characteristics, that we are 
interested in is called the attribute of the item. Either the 
item has the characteristic or it does not, although a third, 
unknown value can be ascribed. Sometimes the characteristic is 
only one of several choices, as when people are classified by sex, 
race, educational level, or employment status. Examples of 
attributes for which we might sample are travel orders without 
proper approval, health insurance claims that were paid without 
supporting documentation, and farm loans that are unpaid, 

We can use a single sample to develop estimates for both 
variables and attributes. For example, in examining purchase 
orders, we can take one sample to estimate both the rate of 
occurrence and the dollar amount of unjustified purchases. 
However, in general, the sample sizes required for estimating 
variables are larger than those required for estimating 
attributes. Therefore, when we calculate the sample size, we 
should base it on the precision we want to obtain for the 
variables estimate, not the attributes estimate. 

THE CONCEPTS OF PRECISION AND CONFIDENCE 

(c Specifying the precision needed for sample estimates is an 
important part of sample design. The precision is the amount of 
sampling error that can be tolerated but that will still permit 
the results to be useful. This is sometimes called "tolerable 
error" or the "bound on error." 

Recause precision is a way of expressing the amount of 
error that can be tolerated, it is related to the accounting 
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concept of materiality or the evaluative concept of importance. 
The notion of materiality, accordins to a 1957 statement of the 
American Accountina Association, says that an item should be 
reqarded as material if there is reason to believe that knowledqe 
of it would influence an informed investor's decision. In policy 
or evaluation research, a result is considered important if there 
is reason to believe that knowledge of it would influence a 
decisionmaker's behavior or be important in public debate. 

Importance and materiality are relative concepts rather than 
absolute. For example, a $100,000 overstatement of the assets 
of a company whose total assets are oniv $200,000 would be 
material. A $100,000 overstatement of the total assets of a 
multibillion dollar corporation would be immaterial. A 
lo-percent misstatement about the notes-receivable account of a 
small loan company would probably be material, but a lo-percent 
misstatement in the office supplies account balance of the same 
company would be immaterial. Since importance and materiality 
are relative, we need a basis for establishinq whether a firtdinq 
is important or material. 

Materiality, or importance, is linked to precision in the 
following way. To develop a reasonable specification of 
precision, project managers must qauae the materiality or 
importance of the variables to be measured and use this 
information to decide how much the statistical estimates can vary 
from the true universe value and yet provide useful information. 
Going back to the example above, if we were attemptinq to verify 
the notes-receivable balance, we would probably be very unwilling 
to allow the estimate to vary from the actual amount by as much as 
10 percent. Thus, we would probably want to take a large enough 
sample of individual loans and confirm the balances to keep the 
estimate well within 10 percent of the actual figure. However, if 
we were evaluating the office supolies account balance, we 
probably could live with a misstatement of almost 100 percent, if 
we bothered to consider the account at all. 

In addition to specifyins the precision of the estimate, the 
project manaqer must specify the reliability of the estimate. 
As used here, reliability means the probability that the estimate 
obtained from the sample is within the precision limits of the 
actual universe characteristic beinq estimated. Referred to as 
"confidence level," this is expressed as a percentaqe. It is the 
complement of the risk that the project manaqer is willinq to take 
that the estimate misses the mark. (The concept of confidence is 
developed more fully in appendix I.) The confidence level should 
be determined by the importance,of the results of the project 
taken as a whole; precision relates to the materiality or 
importance of individual estimates. 

Project manaqers should decide on the confidence level riqht 
after they define the problem. The decision should not be 
postponed until after a sample has been taken and evaluated, in 



order to get a confidence level that makes the sampling error look 
smaller. Some examples of precision specifications are 

o The sampling error of the estimated total should be $600 at 
the 95-percent confidence level. 

o The precision of the estimated total overstatement of the 
accounts receivable balance should be $450,000 at the 90- 
percent level. 

o The average weight of men employed by GAO should be 
estimated within 5 pounds at the 95-percent confidence 
level. 

General examples of the sample sizes used in GAO studies and an 
evaluation of their appropriateness appear in table 3.1. 

Other, related considerations are the costs and time required 
to obtain the sample data. If the precision is specified "too 
tight," without considering cost and time, the sample size may be 
larger than is practical , given these considerations. Usually, 
only limited resources (of money, staff, etc.) and time are 
available for data collection. This must always be remembered 
when the estimate's precision is being specified. 

Various mathematical formulas can take data collection costs 
into account for computing sample sizes and specifying precision. 
However, such formulas are beyond the scope of this paper. 
Perhaps the most practical guidance that can be given here is that 
the evaluator should specify the precision required, calculate the 

Table 3.1 

An Evaluation of Sample Sizes Used in GAO Studies 

Description of estimate 

Error rate in military 
pay records at an air base 

Error rate jn military pay 
records at another air base 

&mount of discounts for prompt 
payments lost at a disbursinq 
0Ef ice 

Total dollar error in Medicare 
payments 

Number of aliens living abroad 
m and receivinq Social Security 

benefits 

Amount of overpayments in Black 
Lung Frogram 

Sample 
size 

354 

355 

200 

1no 

313 

266 

Estimate 

49% 

1.4% 

$163,000 

$281 ,noo 

206,000 

$44.6 
million 

Sampling 
error 

5% 

1.1% 

s191,ooo 

S142,OOO 

25,000 

531.1 
million 

Remarks 

Sample probably too large, considering 
error rate found; with a sample of 
100, sampling error would be 10% 

Sample possibly too small, especially 
if base officials were claiming that 
the error rate was less than 1% and 
GAO was trying to show it was higher 

Sample too small; sampling error larger 
than estimate; however, if criterion 
is to lose no discounts, this 
certainly indicates a problem 

Samplinq error slightly more than halE 
the estimate, but estimate does point 
to a problem; that is, even if $139,000 
error is too much, sample is adequate 

Considering magnitude of estimate, 
sample size probably adequate 

Although the sampling error is 70% of 
the estimate, the results indicate a 
problem that could cost at least $13.5 
million; sample size may be adequate 
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sample size needed to achieve this precision, and then estimate 
the cost or time required to collect the data for the computed 
sample size. If the cost is more than can be afforded, or the 
required time is more than can be allowed, the precision should be 
relaxed (sampling error should be allowed to increase) until an 
affordable sample size is found. As we noted above, an adjustment 
like this should be made by relaxing the specified precision, not 
by manipulating the confidence level. 

SAMPLING FOR VARIABLFS 

As we noted above, a variable is something that can be 
quantified, or measured in dollars, pounds, and the like. When 
sampling for variables, we usually want to estimate the total 
value for the universe of interest--for example, the total amount 
of assessed taxes that were not collected. For some reviews, 
however, the arithmetic mean (or arithmetic average) may be of 
more interest. 

The first step in estimating the universe total is to compute 
the arithmetic mean of the sample items. The mean is simply the 
sum of the sample values divided by the sample size. The mean, a 
very important measure of central tendency, can be manipulated 
arithmetically, which is not true of some other measures of 
central tendency such as the median and the mode. 

For certain types of data, the median is a better measure of 
central tendency than the mean. The median, the middle value or 
measurement of a set of values, is selected in a way such that 
half the values are below it and half are above. Thus, the median 
is a locational measure of central tendency. An example of the 
type of data for which the median might be a better measure of 
central tendency is salaries, or wages, for.which there are 
generally a few extremely high values but the majority of values 
tend to concentrate in a rather narrow band at the lower end of 
the distribution. 

An extremely simplified instance of sampling for variables 
might occur if our objective were to estimate the dollar amount 
of small purchases made by an agency during a specific fiscal 
year. The universe would then be defined as all small purchases 
during the fiscal year. During the year, there were perhaps 100 
such purchases. (It is somewhat unusual to sample from such a 
small universe, although doing so may be necessary on occasion; 
we use the small universe here for its convenience as an example.) 

In this paper, we will generally use uppercase letters to 
represent universe parameters and lowercase letters to represent 
sample statistics. If the universe parameter is estimated from a 

IL sample, it will be designated by an uppercase letter with the 
caret (usually referred to as a "hat") above it. Also, note that 
the formulas given in this chapter can be used only with simple, 
or unrestricted, random samples. They cannot be used with 
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9  
‘ 

S a m p l e  
i tem 

(1)  

1 1  
1 2  
1 3  
1 4  
1 5  

Tab le  3.2 

W o r k  Shee t  for Compu t ing  the M e a n  
a n d  S tandard  Dev ia t ion of S a m p l e  Data  

S a m p l e  
A m o u n t  i tem A m o u n t  - -  

(Y i )  Y i*  (11  (Y i )  

s  1 4 7  s 2 1 , 6 0 9  1 6  S  2 4 1  
2 5 9  6 7 , 0 8 1  1 7  2 3 2  
1 8 5  3 4 , 2 2 5  1 8  2 3 3  
1 6 4  2 6 , 8 9 6  1 9  2 0 5  
1 5 0  2 2 , 5 0 0  2 0  2 2 6  
1 8 7  3 4 , 9 6 9  2 1  2 3 6  
1 3 7  1 8 , 7 6 9  2 2  2 0 2  
1 5 9  2 5 , 2 8 1  2 3  8 9  
1 2 5  1 5 , 6 2 5  2 4  2 4 8  
1 7 2  2 9 , 5 8 4  2 5  1 6 0  
2 7 7  7 6 , 7 2 9  2 6  1 9 4  
1 4 2  2 0 , 1 6 4  2 7  1 7 7  
2 3 1  5 3 , 3 6 1  2 9  1 3 5  
1 2 5  1 5 , 6 2 5  2 9  9 6  
1 7 2  2 9 , 5 8 4  3 0  1 6 3  

$ 5 , 4 6 9  

Y i 2  

S  5 8 , 0 8 1  
5 3 , 8 2 4  
5 4 , 2 9 9  
4 2 , 0 2 5  
5 1 , 0 7 6  
5 5 , 6 9 6  
4 0 , 8 0 4  

7 , 9 2 1  
6 1 , 5 0 4  
2 5 , 6 0 0  
3 7 , 6 3 6  
3 1 , 3 2 9  
1 6 , 2 2 5  

9 , 2 1 6  
2 6 , 5 6 9  

$ 1 , 0 6 5 , 7 9 7  

strati f ied samp les  a n d  cluster samp les  because  such  samp les  a re  
n o t d r a w n  from  a  sincl le, und iv ided  universe.  

W e  wil l  use  th e  sym b o l  N  fo r  th e  un iverse  si.ze, wh ich  equa ls  
1 0 0  in  ou r  examp le . A s s u m e  th a t w e  take  a  sim p le r a n d o m  samp le  o f 
3 0  ite m s  from  th is  un iverse.  W e  wil l  let th e  sym b o l  n  rep resen t 
th e  samp le  size, wh ich  is 3 0 . For  each  samp le  pu rchase , w e  wil l. 
research  th e  fi le a n d  record  th e  do l la r  a m o u n t o f th e  pu rchase . 
(The  samp le  pu rchases  a n d  the i r  a m o u n ts a re  s h o w n  in  tab le  3 .2 .) 
L e t yi rep resen t th e  a m o u n t fo r  samp le  pu rchase  n u m b e r  i, w h e r e  i 
var ies  from  1  to  th e  to ta l  samp le  size, n . A lso let 

ind icate th e  s u m  o f al l  th e  va lues  in  th e  samp le  a n d  

ind icate s u m m a tio n  over  a  un iverse,  w h e r e  it is unde rs to o d  th a t i 
wi l l  vary  from  1  to  N . T h e  fo rmu la  fo r  ca lcu lat ing th e  samo le  

=  m e a n  (7)  is 
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For the example above, 

y = 182.30 

Thus, the arithmetic mean of the sample purchases is $152.30. 

In most situations, as noted above, we are more interested in 
tee universe total than the mean. To estimate the universe total 
(Y)' I we simply assume that the sample arithmetic mean is an 
estimate of the universe mean and multiply the sample mean by the 
number of items in the universe. This is called "expansion 
estimation." That is, ? = NT. For the example above, 

+ = (100)(182.30) 
9 = 18,230 

Thus, the estimated total amount of small purchases made by the 
aqency durinq the fiscal year in auestion is $18,230. 

Does this adequately estimate the true total for the 
universe? How can we be sure? This depends on how qood our 
assumption was that the sample mean is an estimate of the universe 
mean. To measure how qood our estimated total is, we have to 
determine the precision of the estimate and the confidence level 
at which the precision is stated. 

Calculatinq the samplinq error 

To compute the precision, or samplinq error, of the estimated 
total, we first compute the standard deviation of the purchase 
amounts. The standard deviation is a numerical measure of the 
dispersion of a qroup of values about their mean. [Jnderstandinq 
this statistic is a key to understandinq much of sampling. It is 
a measure of the average squared deviation from the mean. The 
first step is to qet the deviation of each item from the mean 

These items are first sauared and then summed (see 
This result is then divided by n - 1.1 Finallv, the 

'Note that we divide bv n - 1 rather than the full sample size 
n. Stated simply, thk reason for doinq this is that we have 
used the sample mean to estimate the universe mean, which we do 
not 1:now. The effect of this is to "use up" one of the sample 
values, leavinq only n - 1 values as a basis for estimatinq the 
standard deviation. We lose one value (technically, one 
"degree of freedom") for every universe parameter, such as the 
mean, that we estimate from the sample. For sample sizes 
qreater than 30, usinq n as the divisor makes a neqliqible 
difference in the results. 
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square root is taken. Enqineers call this statistic the "root 
mean square," because it is the square root of a form of the 
average of the sauared deviations. This statistic is always in 
the same unit of measurement as the variable itself. For example, 
the standard deviation of a variable measured in dollars is also 
expressed in dollars. 

The standard deviation (s) is computed by the formula 

s= 
J 

i fy* 

Usually we compute the standard deviation by using the followins 
short-cut formula, in which 

eauals the sum of the suuares of each of the sample values. 

A work sheet for computinq the sum of the values and the sum 
of the squares of the values is illustrated in table 3.2. Putting 
values into the formula, we obtain 

1,065,797- (30)(182.30)* 
30-l 

S= 48.71 

Thus, the sample standard deviation is $48.71. 

The next step is to calculate the samplinq error of the mean 
(E-) at a specified level of confidence. This is done by 
mu Y tiplyinq the standard deviation bv a t value correspondins to 
the stipulated level of confidence and dividinq by the square root 
of the sample size. (Appendix I contains a table of t factors for 
commonly used confidence levels.) The formula is 

m 

Suppose that we have previously decided that the confidence 
level for the precision of our estimate should be 95 percent. The 
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t factor for 95 percent is 1.96 (or 2 for all practical 
purposes). Using this value as well as the others, we obtain 

E- = il.96)(48.71) Y v36 
E, = 17.43 

Thus, the sampling error of the mean is $17.43. 

We mentioned earlier that in most sampling applications, we 
are interested in the estimated total. How do we commute the 
samplinq error of the total? We computed the estimated total by 
multiplyinq the sample mean by the number of items in the 
universe. The computation of the sampling error of the total 
(EP) is a parallel procedure. We simply multinly the samplinq 
error of the mean by the number of items in the universe. The 
formula is E;=NE, . For our example, we obtain 

E; = (100)(17.43) 
E; = 1,743 

Thus, the samplina error of the total is $1,743. 

The interpretation of this value parallels the interpretation 
of the samplinq error of the mean. For practical purposes, usinq 
the 95-percent confidence level, we state that if all small 
purchase orders were reviewed, the chances are 19 in 20 that the 
results of a review would differ from the estimate obtained from 
the sample by less than the samplinq error. Note that sampling 
errors are always stated at a certain confidence level. The best 
estimate, the point that is likely to be closest to the true 
population total, is $18,230. 

When we sample for variables, a sinqle sample may be used to 
develop estimates for many different variables. In principle, 
if different variables are to be estimated from the sample, the 
samplinq errors should be adjusted upward to account for the 
increased exposure to possibly bad estimation. (See Dixon and 
Massey, 1969, and Snedecor and Cochran, 1980.1 

Calculating sample size 

Whether we sample for variables or sample for attributes, one 
advantage of statistical samplinq is that it permits us to 
determine objectively the sample size reauired to achieve a siven 
degree of precision at a specified confidence level. To make this 
computation, we need to estimate the standard deviation of the 
universe. It may seem paradoxical that we must obtain information 
about the universe when we are samplinq in order to estimate its 
characteristics. However, when we look at other types of 
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information-sathering, this is really not so strange. To look up 
a word's correct spelling in a dictionary, we must have some idea 
of how the word is spelled. To locate our position on a map, we 
must know "about where we are." And to compute a vessel’s exact 
position by celestial navigation, we use an assumed position that 
has to be a fairly accurate estimat.e. 

In computing the sample size, we must consider three 
factors. The evaluators specify two factors--the confidence level 
and precision. The third factor, the standard deviation, is based 
on the characteristics of the universe. A formula can brincr these 
three factors together for computing the sample size. (The 
universe size is not taken into account, as we explain below.) 

To use the formula in computing the 
for variables, suppose we want to reduce 

sample size when samplins 
the samplina error of the 

total small purchases in the example given above from Sl,743 to 
$1,400 at the 95-percent confidence level. The first step is to 
convert the precision that is wanted (or tolerable error) of the 
total to the tolerable error of the mean (E). The computation is 

E = desired precision of estimated total 
N 

In our example, 

1,400 
E= 100 
E=l4 

Thus, the tolerable error of the mean is $14. 

Once we have the tolerable error of the mean, we compute the 
reuuired sample size by using the formula 

n= if* 
0 

,=[q.71)] 

n = 48.42 or 49 (rounding up) 

This means that 19 purchase orders, in addition to the first 
) sample of 30, would have to be sampled in order to achieve the 

required precision. 

Notice that we have used the standard deviation obtained from 
our first sample as an estimate of the true universe standard 
deviation. If the true standard deviation were known, we would 
not be sampling. 
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The best method of estimating the standa,rd deviation is to 
take a small, random, preliminary sample and calculate the 
standard deviation from it, The sample should he random so that, 
if it must be increased to obtain the precision that is wanted, 
which usually happens, the preliminary sample can be included in 
the final sample and no work will have been wasted. The 
preliminary sample should consist of at least 30 cases; otherwise, 
the laws discussed in appendix I will not applv or will not work 
as well. 

Sometimes it is possible to use the results of samples taken 
at other times as an estimate of the standard deviation. This is 
usually satisfactory if a similar review has been made and no 
major change in the distribution of the universe values is 
suspected. Another possibility is that subject matter experts may 
be able to guess the size of the standard deviation from their 
knowledqe of the field or previous work. 

Occasionally, it is incorrectly stated that a larqer universe 
requires a larqer sample or that the sample must always be a 
certain percentage of the universe. This is not true. As we 
noted in the formula for calculating sample size, the size of 
the universe does not enter into the calculations. The universe 
size and the sample size are sliqhtly related, but before 
explaininq this further, we need to discuss the concepts of 
samplinq with replacement and samplinq without replacement. 

When we sample with replacement, an item selected for the 
sample is returned to the universe and can be selected aqain. 
Since the sample item is replaced, the universe from which the 
sample is drawn can be reaarded as infinite. (rn theory, when we 
sample with replacement, the entire sample could consist_ of the 
same item.) When we sample without replacement, an item selected 
for the sample is "used up" and cannot be selected aqain. Thus, 
each item can appear in the sample only once. 

Sampling without replacement is used in GAO, except in 
special circumstances. Because we are qraiiually using up the 
universe, sampling becomes more efficient as we qo along. If the 
sample size is larqe in relation to the universe size, we can use 
this efficiency to reduce both the sample size and the samplinp 
error. We do this throuah the finite population correction (FPC) 
factor. Considerinq a practical matter, when we do manual 
calculations, we need use the FIX only when the sample size is 
greater than 5 percent of the universe. 

To use the FPC to reduce the samplinq error of the mean (and, 
by extension, the sampling error of the total), we multiply the 

m sampling error by the factor 

J N-n 
-iii- 

to get the complete formula for the samplinq error of the mean: 
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E-- ts N-n J-- yv5 N 
Using the data from our random sample of 30 purchase orders, 

drawn from the universe of 100 purchase orders, we have 

E-J1.96M48.71) d 100-30 
Y- l.6 100 

E, = 14.58 

Thus, the "corrected" samplinq error of the mean is $14.58, and 
the "corrected" sampling error of the total is 

Eq=NE, 
E+ = (100)(14.58) 
E+= 1,458 

By usinq the FPC, we can reduce the samplinq error by about 16 
percent ($1,459 versus $1,743 without the FPC). 

To use the PPC to reduce the sample size, we first calculate 
the sample size. If it is qreater than 5 percent of the universe, 
we enter this first estimate of the sample size (n,) in the 
followinq formula to determine the final sample size (nf): 

n, n, =- 
1++ 

We calculated above that a sample size of 49 purchase orders 
would be required in order to reduce the samplinq error of the 
total to $1,400. Since 49 purchase orders obviously make up more 
than 5 percent of the universe, we calculate as follows: 

n,= 32.89 or 33 

Thus, the final sample size is 33 purchase orders. By usinq the 
FPC, we have reduced the sample size by about 33 percent. If the 

. FPC is used to compute the reauired sample size, it should be used 
to compute the samplinq error. Otherwise, the sampling error will 
be greater than the specified precision. If the sample size is 5 
percent of the universe or less, the FPC can be ignored. 

Fiqure 3.1 on the next paqe hiqhliqhts the weak relationship 
between universe size and sample size, especially when the 
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Figure 3.1: Final Sample Size as Universe Size Increases: First 
Estimate of Sample Size Is 100 
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universe is large compared to the sample size. The figure shows 
the final sample sizes for various universe sizes, assuminq that 
the first estimate of each sample size was 100. 

Universe Final Universe Final 
size sample size size sample size 

100 50 4,000 98 
200 67 6,000 98 
400 80 8,000 99 
600 86 10,000 99 
800 89 20,000 100 

1,000 91 40,000 100 
2,000 95 

Note that if the first estimate of the sample size is less than 
1 percent of the universe size, the final sample size equals the 
first estimate and remains constant. 

SAMPLING FOR ATTRIBUTES 

Sometimes we want to estimate the proportion, percentage, or 
total number of items in a universe that possess some 
characteristic or attribute or that fall into some defined 
classification. Examples are the percentase of the labor force 
that is unemployed, the percentage of people older than 65, and 
the number of low-income households in a county, and the like. 

Assume that the evaluators are reviewing a supply depot's 
efficiency of operations. For this evaluation, they want to 
estimate the number of reauisitions the depot was unable to fill 
during the past fiscal year because requisitioned items were out 
of stock and the rate at which the depot was unable to fill them. 
The universe consists of all 12,000 requisitions received by the 
depot that year. 

Again, we use N to represent the size of the universe and n 
to represent the sample size. The sample consists of a simple 
random sample of 100 requisitions. Therefore, N equals 12,000 and 
n equals 100. 

The characteristic of interest is, of course, a requisition 
that was not filled because the item was out of stock. We will 
let a represent the number of items in the sample that have the 
characteristic of interest. In this case, assume a equals 36. 
With these data, we use these formulas for calculatinq the 
estimated rate of occurrence (p) and the estimated number of 
occurrences (AA): 

p=i and A=Np 

we calculate: 
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36 
P’im 
p=O.36 or 36% 

Note that the computation of the estimated number of occurrences 
is identical to the computation of the estimated total when 
sampling for variables. We compute a rate of occurrence 
(analogous to the arithmetic mean) from the sample data, assume 
that it is an estimate of the rate of occurrence in the universe, 
and then multiply it by the universe size. 

Given an estimated rate of occurrence of 36 percent for 
unfilled requisitions in our universe of 12,000, after multiplying 
the universe size times the rate of occurrence, we estimate that 
the number of unfilled requisitions is 4,320. Do these estimates 
of the rate of occurrence and the number of unfilled requisitions 
actually represent the true parameters in the universe? Can we 
specify a confidence level for these estimates? Can we calculate 
their precision? Yes. The laws governing large samples discussed 
in appendix I for variables also apply to attributes estimation. 

Calculating the sampling error 

To calculate the sampling error of the estimated rate of 
occurrence (E 

T 
) and of the estimated number of occurrences (E;), we 

use the formu as below. Let q equal 1 - p. 

In the supply depot example, the sampling errors at the go-percent 
and 95-percent confidence levels are calculated as follows: 

90-percent confidence 

E, = I.645 J Wb(;-W 

E;=947.52 or 948 

95-percent confidence 

E;= 1,128.96 or 1,129 

In the manner that we calculated the estimated number of 
occurrences by multiplying ?V times p, we now calculate the 
sampling error of the number by multiplying the universe size by 
the sampling error of the rate. 
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Based on the results obtained above, we can say that the 
number of unfilled requisitions is within 948 of the 4,320 at the 
go-percent confidence level; that is, the number of unfilled 
requisitions falls between 3,372 and 5,268 at the go-percent 
confidence level, or the best estimate of the number of unfilled 
requisitions is 4,320 within a sampling error of 948 as stated at 
the go-percent confidence level. Similar statements can be made 
regarding sampling errors calculated at the 95-percent confidence 
level. 

In these computations, we have used the rate of occurrence 
found in the sample to represent the unknown rate of occurrence in 
the universe. If we increase the sample size to 400 items, the 
estimated rate of occurrence of unfilled requisitions should be 
about the same, but the sampling error at the 95-percent 
confidence level would be reduced to 4.7 percent, or 560 
requisitions. 

The unknown percentage we are trying to estimate is fixed, a 
constant; it does not move around. Only the estimates from 
different samples vary. 

If a large number of samples were taken from the same 
universe, 68 percent of them would be within 1 sampling error of 
the percentage, about 95 percent would be within 2 sampling 
errors, and 99 percent would be within 2.58 sampling errors. At 
the 95-percent confidence level, we could state (rather crudely) 
that if all 12,000 requisitions in the universe were examined, 
the chances are 19 in 20 that the results would differ from the 
estimate obtained from the sample by less than the sampling 
error. 

Calculating sample size 

The concepts and formula used in calculating sample sizes for 
attributes sampling are the same as those for variables sampling, 
discussed above, except that v'& can be substituted for the 
standard deviation, as shown below. Let E equal the tolerable 
error of the proportion. 

n= t.\/ps ’ or n- t2Pq 
i ) E E2 

We can give an example of the use of this formula. Suppose 
we wanted to reduce the sampling error of the percentage of 

L unfilled requisitions to 4 percentage points at the 95-percent 
confidence level. Since E equals 0.04, we have 

n = (2)2WW0.W 
(0.04)2 

n=576 
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Thus, we would have to sample 476 requisitions in addition to the 
100 already sampled. 

To use the formula, we need some "estimate" of the expected 
rate of occurrence of the characteristic of interest. This may be 
obtained from a preliminary random sample of 30 to 50 cases, from 
prior experience in a similar review, from experts in the field, 
or from information supplied by the agency being evaluated. If 
the evaluators suspected that the agency's estimate was too low, 
they could increase it by 10 to 20 percentage points. This would 
give a larger sample size. The largest sample sizes are needed 
when the percentage is around 50 percent. Smaller sample sizes 
can be used to obtain the same precision when the estimated value 
moves away from 50 percent in either direction. When no other 
estimate is available, the sample size can be estimated with a 
50-percent rate. 

W ith attributes sampling, just as with variables sampling, if 
the sample size is more than 5 percent of the universe, we should 
use the FPC. The formula is 

In an example, we can use the FPC to reduce the sampling 
error. Suppose the supply depot received only 1,200 requisitions 
during the fiscal year. The sampling error of the rate of 
occurrence of unfilled requisitions would be 9.91 percent. The 
sampling error of the estimated number of unfilled requisitions 
would be 108. The computation is shown below. 

- 
E,= 1.96 (0.36)(0.64) Ii 100 1,200 100 1 1,200 
E,=0.09008 or 9.01% 
EA = (1,200)(0.09008) 
E,=108.10 or 108 

We can also use the FPC to reduce the sample size. As we 
noted above, we needed a sample size of 576 requisitions to reduce 
the samplinq error of the percentage to 4 percentage points. If 
the universe were only 1,200 requisitions, we could do as follows: 

Thus, if the 576 became the estilnated sample size and the above 
formula computed, an additional 290 requisitions would have to 
be sampled. 
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AS with variables sampling, if the FPC is used to compute the 
sample size, it should be used to compute the sampling error. 
Otherwise, the computed sampling error will be greater than the 
specified tolerable error. 

A DISTINCTION BETWEEN PRECISION 
AND ACCURACY 

We use the word "precision" rather than "accuracy" throughout 
this chapter. Precision refers to the maximum amount, stated at a 
certain confidence level, that we can expect the estimate from a 
single sample to deviate from the results obtained by applying the 
same measuring procedures to all the items in the universe. 
Accuracv refers to the difference between the mean of the universe 
from which the sample is selected and the true characteristic that 
we intend to measure. 

We will use a simple example to illustrate the distinction. 
Suppose we want to estimate the average weight of all men employed 
in GAO today. We could select a sample of the men, weigh them, 
and compute their average weight. If the sample were large 
enough, we could estimate the average weight very precisely. But 
if the list of male employees from which we drew the sample were a 
year old, we would not be estimating the average weight today; we 
would be estimating the average weight of men employed a year 
ago. The problem is that the universe from which the sample was 
selected is different from the universe we defined. Thus, the 
estimate, regardless of how precise it might be, would be 
inaccurate. 

Then suppose we are able to select a sample of 100 male 
employees from an up-to-date list of all male employees and weigh 
them on a single scale. If we find that the average weight is 170 
pounds with a standard deviation of 34 pounds, this estimate would 
have a precision of about 6.7 pounds at the 95-percent confidence 
level. If we wanted the estimate to be more precise, all we would 
have to do is increase the sample size. A sample of 400 would 
give a precision of about 3.3 pounds at the 95-percent confidence 
level. Or, if we weighed all the men, the result would be 
perfectly precise; there would be no sampling error at all, 
because this sample size is equal to the universe size. However, 
if the scale were 1 pound off, and vie did not know this, the 
results, regardless of the sample size and the degree of 
precision, would not be accurate. The average weight we computed 
would be 1 pound less (or more) than the true average weight. 
Recause it is so difficult to ensure that no unsuspected bias (or 
inaccuracy) enters into the estimate, we speak of the precision of 
the estimate rather than the accuracy. 
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CHAPTER 4 

ADVANCED ESTIMATION PROCEDURES 

Chapter 3 discussed expansion estimation, in which we 
calculate a sample mean or proportion and multiply it by the 
universe size to obtain the estimated total or the estimated 
number of occurrences in the universe. In this chapter, we 
describe ratio, regression, and difference estimation, which take 
into account other information that we can obtain from the 
samples and that we may obtain about the universe. These three 
procedures permit evaluators to develop more information from the 
sample data and frequently yield more efficient (or precise) 
estimates. However, the possibility of using these procedures 
must be considered before the data are collected. Otherwise, the 
benefits may be lost or it may be necessary to return to the 
location where the data were collected. 

RATIO ESTIMATION 

Sometimes, in a sampling application, the summary statistic 
we want to estimate is a ratio between two variables, both of 
which can vary from sampling unit to sampling unit. For example, 
we may want to estimate the ratio of costs of replacement parts 
sold under foreign military sales agreements to the amounts 
received or the ratio of Medicare reimbursements for prescription 
drugs to total reimbursements. 

In other applications, we may want to estimate the total 
value of an unknown variable that is related to another variable 
for which we already know the universe total value. For example, 
we may want to estimate the total subsistence cost claimed on an 
agency's travel vouchers for a year, when we already know the 
total amount of travel reimbursement (the universe total) for the 
year and the number of vouchers paid (the universe size). 

In this case, we select a random sample of vouchers and 
record, for each voucher, the amount paid, which corresponds to 
the universe total we already know and is referred to as the 
auxiliary (Y) variable, and the amount of the claimed subsistence 
cost, which corresponds to the total we want to estimate and is 
referred to as the primary (U) variable. Thus, we record two 
variables for each sample travel voucher. The summary statistic 
is the ratio in which the total of the primary variables (the 
subsistence cost) is the numerator and the total of the auxiliary 
variables (the amount paid) is the denominator. 

. 
We should also use ratio estimation when we suspect that 

there is a positive correlation between the two variables, even 
if we are interested not in the ratio but only in the estimated 
total of the primary variable. If the correlation is positive 
and if it is strong enough, the estimate that can be obtained 
will be more precise than the estimate that can be obtained with 
simple expansion estimation. 
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The ratio estimate has a sliqht mathematical bias that can 
usually be isnored if the sample size is large, say 50 or more. 
The bias results from the assumption that the line representins 
the ratio is a straiqht line passinq throuqh the oriqin. This 
almost never happens in practice. 

Ratio estimation can he used with more complex sample 
desiqns such as stratified samples and sinqle-stage and 
multistage cluster samples. However, the use of ratio estimation 
with complex sample designs is beyond our present scope. 

Calculatinq the estimates 

For an example of ratio estimation, consider this 
situation. An agency has made 10,000 small purchases totalina 
$5,100,000 over 1 year. The evaluators, suspectinq that 
purchases could have been made at a lower cost, decide to 
estimate the savinqs that would have resulted if suppliers 
offerinq lower costs had been used. The confidence level is set 
at 95 percent, and a preliminary random sample of 50 cases is 
taken. The results of the preliminary sample are shown in the 
first three columns of the work sheet in table 4.1 on the next 
page. The total for the second column is the sum of the nurchase 
costs found in the sample, and the total for the third column is 
the sum of the savings found in the sample. 

The first step is to compute the ratio of savinqs to agency 
purchase costs (R) by dividinq the sum of the savinas in the 
sample (ZXJ by the sum of the agency purchase costs in the 
sample (Zyi) : 

R,% 
2x1 

R- 3,600 -- 
24,800 

R=0.14516 

The estimated ratio of savinqs to purchase costs can be expressed 
as 0.145, or 14.5 cents on the dollar, or 14.5 percent. 

The next step is to estimate the total savings (Y) bv 
multiplyins the total purchase costs (X) of $5,100,000 by 0.145, 
the ratio of savinqs to costs. 

?=XR 
+= (5,100,000)(0.14516) 
‘i=740,316 

Note that with ratio estimation, we obtain two estimated 
results, ratio and total. For many purposes, the ratio is more 
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Sample 
i tern 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

:z 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

Table 4.1 

Work Sheet for Computino the Samplinq Error 
of Ratio for 50 Small Purchases 

Aqency 
cost Savina 

(Xi) fyi) Xi2 yi2 XiYi 

s 300 $ 33 S 90,000 s 1,089 s 9,900 
900 126 R10,000 15,876 113,400 
300 45 90,000 2,025 13,500 
200 26 40,000 676 5,200 
900 90 810,000 8,100 Rl,OOO 
700 140 490,000 19,600 98,000 

1,000 180 1,000,000 32,400 180,000 
100 20 10,000 400 2,000 
900 135 810,000 18,225 121,500 
700 70 490,000 4,900 49,000 
700 70 490,000 4,900 49,000 
400 68 160,000 4,624 27,200 
300 45 90,000 2,025 13,500 
100 16 10,000 256 1,600 
200 32 40,000 1,024 6,400 
100 12 10,000 144 1,200 
600 72 360,000 5,184 43,200 
400 60 160,000 3,600 24,000 
900 153 810,000 23,409 137,700 

1,000 200 1,000,000 40,000 200,000 
1,000 138 1,000,000 19,044 138,000 

600 96 360,000 9,216 57,600 
800 152 640,000 23,104 121,600 
200 24 40,000 576 4,800 
200 28 40,000 764 5,600 

1,000 110 1,000,000 12,100 110,000 
900 108 810,000 11,664 97,200 
600 60 360,000 3,600 36,000 
500 75 250,000 5,625 37,500 
200 36 40,000 1,296 7,200 
500 75 250,000 5,625 37,500 
200 28 40,000 784 5,600 
200 22 40,000 484 4,400 
500 80 250,000 6,400 40,000 
500 100 250,000 10,000 50,000 
400 76 160,000 5,776 30,400 
200 40 40,000 1,600 8,000 
600 60 360,000 3,600 36,000 
500 75 250,000 5,625 37,500 
300 36 90,000 1,296 10,800 
900 135 810,000 18,225 121,500 
100 16 10,000 256 1,600 
100 15 10,000 225 1,500 
900 90 8i0,oon 8,100 81,000 
300 60 90,000 3,600 18,000 
500 R5 250,000 1,225 42,500 
500 75 250,000 5,625 37,500 
300 63 90,000 1,089 9,900 
500 65 250,000 4,225 32,500 
100 14 10,000 196 1,400 

Total S24,800 53,600 S16,620,000 $365,422 S2,400,400 

meaningful than the total, because it permits us to make such 
statements as 14.5 cents of every dollar could have been saved 
had purchases cost less. 

Computing the samplinq error 

The formulas for computing the sampling errors of the 
e estimated ratio and total are more complicated for ratio 

estimation than for expansion estimation. Refore computing the 
ratio's sampling error, we must first introduce the concept of 
the standard deviation of the difference variate (sd). We let di 
equal the difference between the observed value of the primary 
variable for sampling unit number i and the predicted value that 
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would be obtained if the value of the auxiliary variable for 
sampling unit number i were multiplied by the estimated ratio. 
For example, in the case of sample purchase number 1: 

d, = y, - Rx, 
d, = y, - Rx, 
d, = 33 - (0.14516)(300) 
d,= -10.548 

Then the standard deviation of the difference variate is qiven by 
the formula 

The standard deviation of the difference variate can be 
computed by usinq the followinq short-cut formula: 

sd= ~y;-2R&,y,+R*b: 
J n-l 

Most of these symbols are familiar from earlier chanters. 
However, it should be noted that 

c X,Y, 

equals the sum of the cross products. This means that for each 
sample unit, the aqencv purchase cost is multiplied bv the 
savings, and the sum of all the products is obtained. For ease 
of computation, it is best to prepare a work sheet like the one 
in table 4.1. 

Substituting the sums of the squares, cross products, and 
other values into the formula, we obtain 

65,422 - (2)(0.14516)(2,400,400)+ (0.14516)*(16,620,000) 
50-l 

S, = 19.56 

That is, the standard deviation of the difference variate is 
$19.56. This value is used in the formula for computing the 
sampling error of the ratio (ER): 
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Since the sample size is less than 5 percent of the universe, the 
finite population correction expressed as 

can be ignored in this example. Thus, the formula can be 
simplified to 

Most of these symbols are familiar from earlier chapters. 
However, x equals the universe mean obtained by dividing the 
universe total (X) by the universe size (N). 

~=51100mL5,(-J 
10,000 

E =(1.96)(19.56) 
I3 (51O)vGz 

E,z,=0.01063 

Thus, the sampling error of the ratio is 0.01063 at the 
95-percent confidence level. 

The computation of the sampling error of the total (E^) 
obtained by ratio estimation parallels the computation of x he 
estimated total. We merely multiply the known universe total of 
the auxiliary variable by the ratio's sampling error. For our 
example, this would be 

Eq=XER 
E; = (5,100,000)(0.01063) 
E;=54,213 

Thus, the estimated total is $740,316, plus or minus $54,213 at 
the 95-percent confidence level. 

~.f we are estimating only,the ratio, the universe total for 
the auxiliary variable need not be known. We merely substitute 
the sample mean (X) for the population mean (X) in the sampling- 
error formula. This does make a slight change in the ratio's 
sampling error. 

If we had calculated the total and the sampling error of the 
total by expansion estimation, we would have obtained an 
estimated total of $720,000 and a sampling error of $129,057. 
This is approximately 2.4 times the sampling error obtained by 
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using ratio estimation. Ratio estimation yields a smaller 
sampling error because the positive correlation between the 
auxiliary and primary variables reduces the sampling error. 

Computing the sample size 

suppose we want to improve the precision of our estimate. 
Is there a formula to compute sample size for a desired level of 
precision? The answer is, Yes. The formula for computing sample 
sizes with expansion estimation can be adapted to ratio 
estimation. In place of the standard deviation of the values, we 
substitute the standard deviation of the difference variate, 
described in the section above. 

TO use the standard deviation of the difference variate in 
the formula for sample size, the evaluators must specify the 
confidence level and the precision that is wanted (tolerable 
error) of either the estimated total or the ratio. Assume that 
they specified a precision of $30,000 for the total. Then the 
desired precision of the mean is obtained by the following 
formula: 

E = desired precision of the estimated total 
N 

E = 30,000 
10,000 

E=3 

once we have the value for E, we use the formula 

ts, 2 n= - 
( ) E 

Substituting the values into the formula, we obtain 

n = [ (2)(1;.56)] 

n=l70 

(Mote that 2 was used as the value for t, for ease of 
computation.) 

Since we already have taken a sample of 50, an additional 
a 120 small purchases would have to be sampled. If the first 

estimate of the sample size were more than 5 percent of the 
universe, the finite population correction would be applied. 

If instead of specifying a precision for the total, the 
evaluators had specified a precision for the ratio, the following 
formula would be used: 

39 



The only difference between these formulas is the inclusion of 
the universe mean (St) of the auxiliary variable. If the universe 
mean is not known, the sample mean (Y) of the auxiliary variable 
is used instead. 

Assume the evaluators specified that the precision of the 
ratio should be 0.01. Thus, E equals 0.01. Substitutina the 
required values in the formula qiven above, we have 

n=58.84 or 59 

In addition to the 50 in our preliminary sample, 9 more small 
purchases would have to he sampled. 

REGRESSION ESTIMATION 

Like ratio estimation, rearession estimation is an attempt 
to increase precision by usinq additional information that we 
know about the universe and can obtain from our sample. We 
obtain two measurements, one of the primary variable and the 
other of the auxiliary variable, on a sinale samplinq unit. (The 
primary variable and auxiliary variable are defined exactly the 
same as they were with ratio estimation.) For regression 
estimation, we must know the universe total for the auxiliarv 
variable. In this technique, we use the reqression model, which 
is well known from data analysis, to make statistical estimates. 

Like ratio estimation, regression estimation is subject to a 
sliqht mathematical bias that can usually be iqnored if the 
sample size is 50 or more. The bias results from the assumotion 
that the reqression line is straiqht. Reqression estimation can 
also be used with more complex sample desiqns. 

Calculating the estimates 

Goinq back to the example at the beqinni-na of the chapter, 
let us develop the regression estimate of the total. We use the 
following formula, in which we let hArepresent the coefficient of 
reqression predicting y from x, and Ylr represents the total for 
the primary variable estimated by linear regression (the 
coefficient of reqression is simply a mathematical way of 

* calculating the amount of change in one variable when the amount 
of a related variable is chanqed): ‘i;,=N[Ji+b(X-X)] . 

TO compute the reqression coefficient b, we use the 
following formula: 
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In this formula, K is the sample mean of the savings, and 7 is 
the sample mean of the purchase cost. K = 24,800/50, or 496, 
and p = 3,600/50, or 72. Substituting into the formula the values 
from table 3.1 and the two means we calculated above aives the 
following: 

b=2,400,400 -(50)(496)(72) 
16,620,OOO - (50)(496)' 

b=0.142341 

When the value for the regression coefficient, 0.142341, and 
the values for the other symbols are substituted in the formula, 
we obtain 

~=(10,000)[72+(0.142341)(510-496)] 
9 = 739,928 

Thus, the estimated total savings is $739,928. If we wanted to 
obtain the mean savings by using regression estimation (Vlr), 
we would use a slightly simpler formula: y,,=y+b(X-X) . This 
formula gives $73.99 for the mean. 

Note that with regression estimation, as with ratio 
estimation, we aet two results, the estimated total and the 
regression coefficient. However, the latter is not the same as a 
ratio. The regression coefficient measures the change in the 
primary variable that results from a unit change in the auxiliary 
variable: the ratio measures the proportional relationship 
between the sum of the primary variables and the sum of the 
auxiliary variables. 

In our example, we would interpret the regression 
coefficient as follows. For every Sl increase (or decrease) in 
the agency purchase cost, the available savings increase (or 
decrease) by 14.23 cents. If the proportional relationship 
between the primary variable and the auxiliary variable is 
needed, the ratio estimate must be used. 

Computing the sampling error 

The sampling error of the regression estimate is computed by 
the formula below. Let r represent the coefficient of 
correlation between the primary and auxiliary variables. 
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since the sample size is less than 5 percent of the universe, the 
finite population correction 

J N-n 
N 

can be eliminated and the formula can be simplified to 

To compute the coefficient of correlation, we use the 
formula 

r= Cx,ydW 

~/(CX~-~~~)(CYFW~) 

substituting the appropriate values into the formula, we obtain 

r= 
2,400,400 -(50)(496)(72) 

v[l6,620,000 - (50)(496)7[365,422 - (50)(72)'] 

r=0.907664 

when the value of r (0.907664), the standard deviation of the 
savings calculated using the formula in chapter 3, and the other 
values are substituted in the sampling error formula, we obtain 

E. =I1 0,000)(1.96)(46.560) 
Y 

vi3 J E[l - (0.907664)2] 

E;=54,726 

The sampling error of the total is S54,726 at the 95-percent 
confidence level. This is slightly larger than the sampling 
error obtained by the ratio estimate , partially because of the 
use of the correction factor (n - l)/(n - 2). The correction 
factor is introduced because both the mean and the regression 
coefficient were calculated from sample data. This leaves only 
n- 2 observations for measuring the variation in the universe. 

m With a larger sample, the sampling error of the regression 
estimate would have been slightly smaller than that of the ratio 
estimate, which almost always happens. 

If the sampling error of the mean is wanted, we simply 
divide the sampling error of the total ($54,726) by the universe 
size (lO,OOO), and we obtain $5.47. 
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Computing the sample size 

To compute sample sizes with regression estimates, we can 
use the same formula that we used with expansion estimation, 
except that we need the standard deviation of the difference 
variate. The difference variate is the difference between the 
observed value of the primary variable and the value predicted 
from the rearession equation. That is, d,=yi-y-b(X,-K) . 

The standard deviation of the difference variate is given 
the formula 

The standard deviation of the difference variate can also be 
computed by the following formula: 

It is readily apparent that both Sy and m are parts of the 
formula for computing the sampling error of the estimate. 

Thus, the standard deviation of the difference variate is 

Sd = (46.560) vl - (0.907664)’ 
s, = 19.54 

Assume that the evaluators specify a precision of $40,000 
for the estimated total at the 95-percent confidence level. 
First, we compute the precision of the mean. 

E = desired precision of the estimated total 
N 

E = 40,000 
10,000 

E=4 

.Substitutinq this into the sample size formula, we obtain 

n = 95.45 or 96 



Thus, 46 small purchases, in addition to the original 50, will 
have to be examined. 

If the final sample size were more than 5 percent of the 
universe, the finite population correction would be applied. 

DIFFERENCE ESTIMATION 

Difference estimation is used when we want to obtain a 
"corrected" estimate of a previously stated "book" value. For 
example, suppose we wanted to estimate the "correct" total value 
of an inventory when we know the value per book and can take a 
sample from the inventory items and correct the items examined in 
the sample, if necessary. It is also an attempt to increase 
precision by obtaining two measurements on a single sampling 
unit. Yowever, difference estimation will increase precision 
only if the differences between the primary and auxiliary 
variables are very small. To use difference estimation, we must 
know the universe total for the auxiliary variable. (?rimary and 
auxiliary variables are defined the same as with ratio 
estimation.) 

Calculating the estimates 

Going back to our example of the small purchases, assume 
that the evaluators decide to audit the accuracy of the payments 
that were made. TO save work, they decide to use the same sample 
of 50 purchases. The purchase costs, the audited amounts that 
should have been paid, and the differences are shown in table 
4.2. Note that when we compute the difference, the amount paid 
is considered the base and that we subtract it from the audited 
amount. 

The mean difference (a) equals the net difference divided by 
the sample size. The net difference is the algebraic sum of the 
fourth column of table 4.2. 

d = + 20.96 

The mean difference, S20.96, is then multiplied by ths universe, 
or 10,000, to obtain the estimated total difference (D). 

6 = Na 

6 = (10,000)(20.96) 
b = + 209,600 

The estimated total difference, $209,600, is then added to or 
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Table 4.2 

Audited Results of the Preliminary Sample 
of 50 Small Purchases 

Sample Amount Audited 
i tem paid amount Difference 

(i) Xi) (Yi) (di) 

1 
2 
3 
4 

: 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 

:: 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 

2 
47 
48 
49 
50 

S 300 
900 
300 
200 
900 
700 

,000 
100 
900 
700 
700 
400 
300 
100 
200 
100 
600 
400 
900 

1,000 
1,000 

600 
800 
200 
200 

1,000 
900 
600 
500 
200 
500 
200 
200 
500 
500 
400 
200 
600 
500 
300 
900 
100 
100 
900 
300 
500 
500 
300 
500 
100 

S 300 
900 
340 
200 
900 
700 

1,169 
100 

1,013 
700 
700 
560 
300 
100 
200 
100 
673 
400 
900 

1,141 
1,000 

600 
800 
200 
200 

1,145 
900 
600 
735 
200 
500 
200 
200 
538 
500 
400 
200 
587 
500 
211 
900 
100 
100 
900 
336 
500 
500 
300 
500 
100 

s 0 
0 

+40 

: 
0 

+169 
0 

Cl13 
0 
0 

+160 
0 
0 
0 
0 

+73 
0 
0 

+141 
0 
0 
0 
0 
0 

+145 
0 
0 

+235 
0 
0 

00 
+3a 

0 

i 
-13 

0 
-89 

0 

: 
0 

+36 
0 
0 
0 
0 
0 

Total $24,800 $25,84R +S1,048 

subtracted from the universe total of the auxiliary variable in 
order to obtain the estimated corrected total payments. In this 
example, the estimated total difference is positive, so it is 
added to the universe total, or $5,100,000: 

9 = 5,100,OOO + 209,600 
? = 5,309,600 

Thus, using the difference method, we can estimate the correct 
amount that should have been paid at $5,309,600. 



“‘able 4.3 

Differences and Sauares of nlfferences 

Sample 
item Difference 

(1) (di) (dill 

1 
2 
3 
4 
5 
5 

8' 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 

0 0 
n 0 

t40 1,bon 
0 0 
n 0 
0 0 

+169 28,561 
0 0 

t113 12,769 
0 0 
0 0 

+160 25,600 
0 0 
0 0 
0 0 
0 0 

t73 5,329 
0 0 
0 0 

+141 19,881 
0 0 
n 0 
II 0 
0 0 
0 0 

Sample 
Item Difference 

(i) (di) 

25 +145 
27 0 
28 0 
24 t235 
30 0 
31 0 
32 0 
33 n 
34 +38 
35 0 
36 0 
37 0 
38 -13 
39 0 
40 -89 
41 0 
42 n 
43 0 
44 0 
45 +36 
46 0 
47 0 
4": 0 0 

50 0 -- 

+1,048 

(,1,2) 
21,025 

0 
0 

55,225 
0 
0 
0 
0 

1,444 
0 
0 
0 

169 
0 

7,921 
0 
0 
0 
0 

1,296 
0 
0 
0 
0 
0 -- 

1qo,fJ20 

Computing the sampling error 

To compute the samplins error of the difference estimate, we 
first compute the standard deviation of the difference variate 
(sd) I as shown in the formula below. The first step in comoutinq 
the standard deviation of the difference variate is to square the 
difference for each samplle item and then obtain the sum of the 
squares, as shown in table 4.3. Let 

equal the sum of the squares of the differences. 

Substituting the sum of the squares from table 4.3 and other 
values into the formula, we obtain S56.94. 

Sd = 56.94 
The general formula for computinq the samplins error of the 

mean difference Ed is 
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Since the sample size is less than 5 percent of the universe, we 
can drop the finite population correction 

J N-l-l 
N 

and simplify the formula to 

The value of t is 1.96, obtained from appendix I. Substituting 
the appropriate values into the formula, we compute 

E- = (1 W(56.94 
d 

vita 
E,= 15.78 

Thus, the sampling error of the mean difference is S15.78. The 
sampling error of the total difference (Eo) is obtained by 
multiplying the sampling error of the mean difference by the 
universe size. 

E;,=NEa 
E;, = (10,000)(15.78) 
E;,=157,800 

Since the total difference was applied to the amount paid in 
order to estimate the amount that should have been paid, the 
sampling error of the total difference is also the sampling error 
of the estimated amount that should have been paid. Thus, the 
amount that should have been paid is $5,309,600, plus or minus 
$157,800 at the 95-percent confidence level. 

Computing the sample size 

To compute the sample sizes for difference estimation, using 
simple random sampling, we first specify the confidence level and 
the tolerable error of the estimated total difference. Then we m compute the tolerable error of the mean difference. Assume that 
for our small purchases example we have specified a precision of 
the total difference of $100,000 at the 95-percent confidence 
level. 
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E _ desired precision of estimated total difference 
N 

E = 100,000 
10,000 

E=lO 
We compute 

n= fSd2 
( ) 

n = [1:1156 94, 2 

10’ 
n= 129.69 or 130 

The required sample size is 130. Eesides our preliminary sample 
of so, an additional 80 small purchases would have to be 
audited. (We would use the finite population correction if the 
sample size were more than 5 percent of the universe.) 

OTHER ADVANTAGES OF RATIO, REGRESSION, 
AND DIFFERENCE ESTIMATION 

One big advantage of ratio, regression, and difference 
estimation is that they adjust the sample results to known 
universe data when we compute totals. If the sample mean for the 
auxiliary variable turns out to be lower than the universe mean, 
as in our example, the sample results are adjusted upward. If, 
however, the sample mean for the auxiliary variable turns out to 
be higher than the universe mean, the sample results are adjusted 
downward. 

When the calculations must be done manually, difference 
estimation has one advantage over ratio and regression 
estimation: the formulas for computing estimates and sampling 
errors are simple. Also, because of the simplicity of the 
formulas, difference estimation can be easily adapted to 
stratified sampling and to various cluster sampling plans. 
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CHAPTER 5 

SAMPLING IN THE AUDIT ENVIRONMENT 

This chapter is directed more to the field of financial and 
management auditing than to program evaluation. However, some of 
the points here also apply to program evaluation. 

In this chapter, we briefly discuss discovery and acceptance 
sampling, the relationship between audit judgment and sampling, 
and the characteristics of a gooti sample. 

DISCOVERY SAMPLING 

Discovery sampling is a type of sampling that has a 
specified probability of including at least one item that occurs 
very rarely in the universe. It is used when there is a 
possibility of finding such things as fraud and avoidance of 
internal controls. In discovery sampling, the evaluators can 
specify the probability of including in the sample at least one 
item with a particular characteristic, if the characteristic 
occurs at a specified rate in the universe. If the sample does 
not turn up an item with this characteristic, the evaluators can 
make a probability statement that the characteristic's rate of 
occurrence is less than that specified. 

Discovery sampling can be regarded as a special case of 
attribute sampling. However, in its usual applications, it does 
not yield an estimated rate of occurrence, and usually it is used 
only if the particular characteristic's rate of occurrence is 
thought to be very small--that is, close to zero. For example, 
discovery sampling is usually used in financial audits to guard 
against an intolerable rate of fraud. 

The evaluators must specify two things: the rate of error, 
fraud, and so on that would be intolerable and the probability of 
finding at least one occurrence in the sample (if the rate of 
occurrence is even this high). The required sample size can 
usually be looked up in published tables like tables 5.1 and 5.2 
on pages 50 and 51. Evaluators who are familiar with logarithms 
can easily calculate the required sample size for any specified 
probability level and rate of occurrence. 

For the same assumptions that we used in our example above, 
we would use the following formula, in which we let "antilog" 
represent the antilogarithm; log is the common logarithm; Pr(az1) 

IL is the probability that the number of occurrences in the sample 
is equal to or greater than one; and A is the number of 
occurrences in the universe that would be intolerable. 
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Table 5.1 

The Probability of Pindinq at Least One Error 
in a rlnlverse of 500 for Various Numbers 

of errors and Sample Sizes 

Sarple lOta errors in universe size of 500 - - - _ -- - - _ - - -- _ _ _ - - _ _ - _ - _ _- - - _ _ ---- _ ------- _ -- _- _ _ _ _. _ size 1 2 3 4 5 10 15 20 25 30 40 50 75 100 "~~~ .~~~. .-~~~‘ 

-----Et..-- 5. f*T--- j;6 --‘~~~- --~;~-- ‘~;~--i~;i - --is~~--~~ii;i -- ‘~~-.‘i ‘-'~~:~ - --di,i _ _ 'ss;s‘ - _ -~i;~ - - ‘~i,j _ _ -~~:~- -i~~.b' 

10. 2.0 4.0 5.9 7.8 9.6 18.4 26.5 33.8 40.4 46.5 56.9 65.5 80.6 89.5 99.4 100.0 
15. 3.0 5.9 8.7 11.5 14.2 26.5 37.1 46.3 54.2 61.0 71.9 79.9 91.6 96.7 100.0 
20. 4.0 7.8 11.5 15.1 18.5 33.8 46.3 56.5 64.9 71.7 81.8 88.4 96.4 99.0 100.0 
25. 5.0 9.8 14.3 la.6 22.7 40.4 54.2 64.9 73.2 79.5 88.2 93.3 98.5 99.7 100.0 

-- 30. 6.0 11.7 17.0 22.0 26.7 46.5 61.0 71.7 79.5 as.3 92.4 ----- --?Kz--99.4--99.9 100.9 
35. 7.0 13.5 19.6 25.3 30.5 51.9 66.9 89.4 95.2 97.8 99.7 100.0 
40. 8.0 15.4 22.2 28.4 34.2 56.9 71.9 ;;.; a$; 92.4 96.9 98.8 99.9 100.0 
45. 9.0 17.2 24.7 31.5 37.7 61.4 76.2 as:4 91:1 94.6 98.0 99.3 100.0 
50. 10.0 19.0 27.1 34.5 41.1 65.5 79.9 88.4 93.3 96.2 9a.e 99.6 100.0 -_- 
20': 12.0 11.0 22.6 20.8 29.6 31.9 

_-_______- 
40.1 37.4 47.4 44.3 72.5 69.2 as.7 83.0 92.6 90.7 96.2 95.0 98.1 97.3 99.5 99.2 99.9 99.8 100.9 100.0 

:o': 13.0 14.0 24.3 26.1 36.5 34.2 42.8 45.4 50.3 53.1 75.5 78.2 88.0 89.9 94.2 95.4 97.2 97.9 98.7 99.1 99.7 99.8 100.0 99.9 100.0 

75. 15.0 27.8 38.7 47.9 55.8 80.6 91.6- 96.4 98.5 99.4 99.9 100.0 
80. 16.0 29.5 40.8 58.3 82.8 

----- 
50.3 93.0 97.2 98.9 99.6 99.9 100.0 

85. 17.0 31.1 42.9 52.7 60.0 84.8 94.2 97.8 99.2 99.7 100.0 
90. la.0 32.8 44.9 54.9 63.1 86.5 95.1 98.3 99.4 99.8 100.0 
95. 19.0 34.4 46.9 57.1 65.3 88.1 96.0 98.7 99.6 99.9 100.0 

100 . 20.0 36.0 48.9 59.2 67.4 89.5 96.7 99.0 99.7 99.9 100.0 
125. 2f 43.8 68.5 76.4 

-_-_______ 
57.9 94.5 98.8 99.7 99.9 100.0 

150. 30.0 51.0 65.8 76.1 83.3 97.3 99.6 99.9 100.0 
175. 35.0 57.8 72.6 82.3 88.5 98.7 99.9 100.0 
200. 40.0 64.0 78.5 87.1 92.3 99.4 100.0 
225. 45.0 69.8 83.4 90.9 95.0 99.8 100.0 
250. 50.0 75.1 87.6 93.8 96.9 99.9 100.0 
275. 55.0 79.8 91.0 96.0 98.2 100.0 
300. 60.0 84.0 93.7 97.5 99.0 100.0 (probability is 100.0) 
325. 65.0 87.8 95.8 9a.i 99.5 100.0 
350. 70.0 -91.0 97.3 99.2 99.8 100.0 
375. 75.0 93.8 98.5 99.6 99.9 100.0 
400. 80.0 96.0 99.2 99.8 100.0 
425. as.0 97.8 99.7 100.0 
450. 90.0 99.0 99.9 100.0 
475. 95.0 99.8 100.0 
500. 100.6 100.0 

Rollrue: U.S. Air Force, Auditor General, wandhook of Practical Sampllns Procedures 
for Internal Auditors (Yorton Air Force Rase, Calf.: lQfifi), D. l?i. 

Then Pr(ar1) is set at 0.95, and A is 5. Substituting these 
values in the formula, we get a sample size of 225, as shown 
below: 

n=500[1 -antilog[109(’ ;“.ss)]) 

n = 500 [ 1 - antilog ( 8*6g8y - ’ “)I 

n = 500 (1 - 0.5493) 
n = 225.35 or 225 

For example, assume that the universe size is 500 and the 
evaluators want to be 95-percent certain that, if the error rate 
in the universe is 1 percent, they will find at least 1 error in 
the sample. Tf the specified intolerable error rate is 1 
percent, A is 1 percent of 500, or 5. Instead of making the 
calculations, we can usually use published tables like tables 5.1 
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Table 5.2 

The Probability of Finding at Least One error 
in a Universe of 600 for Various Numbers 

of errors and sample Sizes 

sample l'btzl errors in universe size of 600 
size 

----- 
1 2 3 --T---5---10 15 20 25 30 40 50 75 100 2olTToT-sr- 

---- 
5. 0.8 1.7 --2.5--3.f--4:i---8.171-5.6 19.2 22.7 ~~3-55r~--~~;~~--8~~~-96.9loa.o 

10. 1.7 3.3 4.9 6.5 8.1 15.6 22.5 28.9 34.9 40.4 50.1 58.4 74.0 84.1 98.3 99.9 100.0 
15. 2.5 4.9 7.3 9.7 11.9 22.5 31.9 40.2 47.6 54.1 64.9 73.3 86.8 93.7 99.8 100.0 
20. 3.3 6.6 9.7 12.7 15.6 28.9 40.2 49.8 57.9 64.8 75.4 83.0 93.4 97.6 100.0 
25. 4.2 8.2 12.0 15.7 19.2 34.9 47.6 57.9 66.3 73.0 82.8 89.2 96.7 99.1 100.0 
30. 5.0 9.8 14.3 18.6 22.7 40.4 54.1 64.8 73.0 79.4 88.0 93.1 98.4 99.6 100.0 
iii: 6.7 5.8 12.9 11.3 16.5 18.7 24.2 21.4 26.0 29.3 50.1 45.4 64.9 59.9 70.5 75.4 82.8 78.4 88.0 84.3 94.3 91.7 95.7 97.3 99.6 99.2 99.9 99.9 100.0 100.0 

45. 7.5 14.4 20.9 26.9 32.4 54.4 64;4 79.5 86.3 90.9 96.0 98.3 99.8 100.0 
50. 8.3 16.0 23.0 29.5 35.4 58.4 73.3 83.0 89.2 93.1 97.3 98.9 99.9 100.0 
55. 9.2 17.5 25.1 32.0 38.3 62.1 76.8 85.9 91.4 94.8 98.1 99.3 100.0 
60. 10.0 19.0 27.1 34.5 41.1 65.4 79.8 88.3 93.2 96.1 98.7 99.6 100.0 
65. 10.8 20.5 29.1 36.9 43.7 68.5 82.5 90.3 94.7 97.1 99.1 99.8 100.0 
70. 11.7 22.0 31.1 39.2 46.3 71.4 84.8 92.0 95.8 97.8 99.4 99.8 100.0 
75. 12.5 23.5 33.1 41.5 48.8 74.0 86.8 93.4 96.7 98.4 99.6 99.9 100.0 
80. 13.3 24.9 35.0 43.7 51.2 76.4 88.6 94.6 97.4 98.8 99.7 99.9 100.0 
85. 14.2 26.3 36.8 45.0 53.5 78.6 90.2 95.5 98.0 99.1 99.8 100.0 
90. 15.0 27.8 38.6 47.9 55.8 80.6 91.5 96.3 98.4 99.3 99.9 100.0 
95. 15.8 29.2 40.4 49.9 57.9 82.4 92.7 97.0 98.8 99.5 99.9 100.0 

100. 16.7 30.6 42.2 51.9 59.9 84.1 93.7 97.6 99.1 99.6 99.9 100.0 
125. 20.8 37.4 50.4 60.8 69.0 90.5 97.1 99.1 99.7 99.9 100.0 
150. 25.0 43.8 57.9 68.5 76.4 94.5 98.7 99.7 99.9 100.0 
175. 29.2 49.9 64.5 74.9 82.3 96.9 99.5 99.9 100.0 
200. 33.3 55.6 70.4 80.3 86.9 98.3 99.8 100.0 
225. 37.5 61.0 75.7 84.8 90.6 99.1 99.9 100.0 
250. 41.7 66.0 80.2 88.5 93.3 99.6 100.0 
275. 45.8 70.7 84.2 91.5 95.4 99.8 100.0 
300. 50.0 75.0 87.6 93.8 96.9 '99.9 100.0 
325. 54.2 79.0 90.4 96.5 98.0 100.0 

(Prdxbility is 100.0) 

350. 58.3 82.7 92.8 97.0 98.8 100.0 
7 62.5 86.0 94.8 98.1 99.3 100.0 

:O:: 66.7 88.9 96.3 98.8 99.6 100.0 
425. 70.8 91.5 97.5 99.3 99.8 100.0 
450. 75.0 93.8 98.5 99.6 99.9 100.0 
475. 79.2 95.7 99.1 99.8 100.0 
500. 83.3 97.2 99.5 99.9 100.0 
550. 91.7 99.3 99.9 100.0 
600.100.0 100.0 100.0 
Source: U.S. Air Force, Auditor General, Handbook of Practical Sampling Procedures 

for Internal Auditors (Norton Air Force Base, Calif.: 1966), p. 126. 

* 
and 5.2. We could use table 5.1 for a universe of 500. Reading 
down the column for 5 errors to the row that corresponds to a 
probability of 95 percent, we find that a sample size of 225 is 
required. 

Then the evaluators select a simple random sample of items 
and examine each item until they find one with an error or until 
they have examined the entire sample and found none. If they 
find an error, they know that the error rate is at least as great 
as the specified intolerable rate and can extend the review 
perhaps to the entire universe. If they find no deficiencies, 
they can conclude that the rate of occurrence of deficiencies is 
less than that specified as intolerable. 

An advantage of discovery sampling is that the probability 
of finding at least one error will increase if the rate of 
occurrence of deficiencies is greater than the intolerable rate c specified by the evaluators. Thus, the likelihood of more 
quickly finding the one error in the sample is increased, and the 
average sample size that actually has to be examined is smaller. 
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ACCEPTANCE SAMPLING 

Acceptance sampling is a type of sampling that provides us 
with the decision of whether to accept or reject a specific 
universe. It also provides us with assurance that "on the 
average" very bad universes will be rejected and very good 
universes will be accepted. In acceptance sampling, a random 
sample of items is drawn from a universe (or "lot"), and the 
sample is examined or tested. On the basis of this examination, 
the decision is made to accept or reject the entire lot. The 
decision may also be made to draw one or more additional samples 
if the results of the first sample are inconclusive. These are 
called "double," or "multiple," "acceptance sampling plans," 
terminology that is derived from the field of industrial quality 
control. If the number of deficiencies found in the sample is 
greater than a predetermined number, the entire lot is rejected. 
If the number of deficiencies in the sample is equal to or less 
than the predetermined number, the entire lot is accepted. 

Acceptance sampling is also a variation of attribute 
sampling, but it does not permit the estimation of the rate of 
occurrence of deficiencies. 

TO use acceptance sampling, the evaluators must specify four 
criteria: 

1. 

2. 

3. 

4. 

the limit of acceptable quality, or the maximum 
percentage of deficiencies that can be considered 
satisfactory on the average over the long run. It 
should have a high probability of acceptance or a low 
probability of rejection; 

the lot tolerance percent defective (LTPD), or the 
maximum percentage of defects that can be tolerated in a 
lot. It should have a low probability of acceptance or 
a high probability of rejection; 

the probability of incorrectly rejecting a lot of 
acceptable quality (sometimes called "producer's risk"); 

the probability of incorrectly accepting a lot of 
unacceptable quality (sometimes called 'consumer's 
risk'). 

Once the evaluators have specified these criteria, they 
consult tables of acceptance sampling plans for the plan that 
comes closest to the criteria. (For an example, see table 5.3.) 
The plan will give the sample size required and the maximum 
number of acceptable defectives in the sample, referred to as the . 'acceptance number." 

To give an example of an acceptance sampling plan, let us 
assume that the evaluators want to verify the accuracy of key- 
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Table 5.3 

An Acceptance Sampling Tablea 

Lot srze 

Acceptable qualrty limrt 
1.21-1.60% 1.61-2.00% 

Sample Acceptance samole acceotance 
size numberb LTPD size numberb 

l- 15 411 
16- 50 14 
51-100 16 

101-200 35 
201-300 37 

301- 400 38 
401- 500 60 
501- 600 60 
601- 800 65 
801-1,000 65 

l,OOl-2,000 
2,001-3,000 
3,001-4,000 
4,001-5,000 
5,001-7,000 

7,001- 10,000 
lO,OOl- 20,000 
20,001- 50,000 
50,001-100,000 

95 
120 
155 
155 
165 

220 
290 
395 
505 

0 
0 
0 

13.6 
12.4 
10.5 
10.2 

All 
14 
16 
35 
37 

0 
0 
0 

13.6 
12.4 
10.5 
10.2 

10.0 60 2 8.5 
8.6 60 2 8.6 
8.6 60 2 8.6 
8.0 85 3 7.5 
8.1 90 3 7.4 

2; 
6.0 
6.0 
5.6 

120 
180 
210 
245 
280 

6.5 
5.8 
5.5 
5.3 
5.1 

5.4 350 11 4.8 
4.9 460 14 4.4 
4.5 720 21 3.9 
4.2 955 27 3.7 

LTPD 

Source: H. F. Dodge and H. G. ROmiq, Sampling Inspection Tables, 
Single and Double Sampling, 2nd ed. (New York: John Wiley 
and Sons, 1959). 

aF~r this table, according to Dodge and ROmig, the risk of 
incorrectly rejecting a lot whose average quality limit is 
indicated by the column headings is about 5 percent. The risk 
of incorrectly accepting a lot whose percentage of defectives 
equals an entry In the LTPD columns is, at most, 10 percent. 

bAccordrng to Dodge and Romig, accept the lot if the number oE 
defectives does not exceed this value. 

punching. Each keypuncher's work is batched into boxes of 2,500 
cards each, after the cards have been punched. The evaluators 
have decided to define an error card as any card containing one ' 
or more errors. The evaluators want to take no more than a 
S-percent risk of incorrectly rejecting a batch of cards whose 
error rate is 1.75 percent, and they want to take only a 
lo-percent risk of incorrectly accepting a batch whose error rate 
is 5.8 percent. Therefore, the lot size is 2,500, the acceptance 
quality limit is 1.75 percent, the LTPD is 5.8 percent, the 
producer's risk is 5 percent, and the consumer's risk is 10 
percent. 

As shown in table 5.3, the sampling plan for lot size 2,001 
to 3,000, and an acceptable quality limit of 1.61 to 2 percent 
will meet these criteria. The evaluators will take a random 
sample of 180 cards from each box, key-verify each sample card, 
and accept the lot if the number of error cards is 6 or less; 
otherwise, the lot will be rejected. 

At first glance, acceptance sampling seems attractive 
c because tabulated plans are available and the sample sizes are 

usually smaller than those required for estimation sampling. 
However, the assumptions underlying acceptance sampling make it 
unsuitable for most GAO work. The major assumption is that many 
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samples are drawn from a continuous stream of homogeneous items 
(such as ball bearings or artillery shells) being produced or 
processed by a system under some form of control. Thus, the 
decision whether to accept or reject many lots over the long run 
is generally in accordance with the four criteria described 
above, but this may not be so with a single lot. The policy or 
oversight researcher's opinion must be based on the results of a 
single test; the lot being examined may have been produced by 
several different processes or departments; and controls, if any, 
may vary from department to department. 

Also, the industrial sampler has little concern about 
moderately bad situations, but they are important to evaluators 
because they may indicate fraud or collusion. Further, 
evaluators, unlike industrial samplers, cannot merely send back a 
"bad" lot to be reworked at no cost. If they reject a lot 
because of a moderately bad situation, they may require an 
unnecessary extension of the test that may cost GAO, or the 
agency, money. The evaluators should take all these factors into 
account before deciding to use acceptance sampling. 

Acceptance sampling formulas and tables do not permit the 
development of statistical estimates. Yowever, once an entire 
acceptance sample has been evaluated, it can be used to develop 
attributes or variables estimates, if it is large enough. 

AUDIT JUDGMENT AND STATISTICAL SAMPLING 

The charge has been made that statistical sampling prevents 
auditors from using professional judgment in conducting reviews. 
This is not correct; statistical sampling is merely a tool to 
help them make wise decisions. The auditors still decide what 
type of review to make, how and when to use sampling, and how to 
interpret the results. In applying, statistical sampling 
techniques to audit testing, auditors must make the following 
decisions that involve professional judgment. 

1. The auditors must define the problem. They must decide 
what to measure, what type of information will provide sufficient 
facts for the formation of an opinion, and what testing 
procedures to use. 

7 The level of confidence must be specified. 
precision, 

This is 
or the probability that an estimate made from the 

sample will fall within a stated interval of the true value for 
the universe as a whole. Auditors may think of it as the 
percentage of times that a correct decision (within the specified 
precision limits) will resuit from using an estimate based on a 
sample. 

3. The auditors must define the universe for size and other 
characteristics. They decide what type of items will be included 
and excluded and specify the time period to be covered. 
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4. The areas susceptible of sampling must be determined. 
They should comprise numerous items or similar transactions that 
can be measured. The auditors' assessment of the internal 
control system for an area may determine whether statistical 
sampling is appropriate. A strong internal control system, for 
example, may reduce testinq to the minimum necessary for 
verification and may, therefore, call for a different sampling 
plan or no statistical samplinq at all. Prior experience, as 
well as information from prior audits, plays a role here. Prior 
audits may sugqest that certain kinds of records are more prone 
to error and need higher verification rates than other kinds of 
records. Thus, auditors may have to stratify the universe 
between records likely to have a high error rate and those likely 
to have a low error rate. 

5. The maximum error rate that the auditors will consider 
acceptable must be decided, as well as the definition of an 
error. Or, if the auditors are attemptina to estimate the value 
of some balance sheet amount, they must determine the required 
precision of the estimate in terms of the materiality of the 
amount being examined and the overall objective. 

6. Conclusions about the universe must be drawn from the 
sampling results. In arrivinq at these conclusions, the 
auditors must judge the significance of the errors they have 
discovered. 

Because statistical samplinq provides more and better 
information, it permits greater use of professional judqment and 
enables auditors to more effectively analyze the results of 
tests. And by reducing the work load statistical samplinq 
allaws more time to use professional iudgment. 

THE CHARACTERISTICS OF A GOOD SAMPLE 

In traditional estimation samplinq, the ideal sample is 
characterized as representative. That is, the sample produces an 
unbiased estimate of the true universe characteristic, and this 
estimate is as precise as possible given the resources available 
for desiqninq the sample and collectins the data.' 

When we sample for audit purposes, we should expect a qood 
sample to be not only representative but also corrective, 
protective, and preventive. 

As we noted above, "representative" means that the sample 
estimates the true universe characteristic as accurately as 

IThis section is based on Ijiri and Kaplan (1970), pp. 42- 
44. Their article is highly recommended for everyone doinq 
sample design for financial audits and for economy, efficiency, 
and effectiveness audits. 
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possible. For example, if we were taking a sample from an 
inventory of 2,000 items whose true (but unknown) total value was 
$860,000, we would like the estimated total computed from our 
sample data to be as close to $860,000 as possible. If the same 
inventory had a true (but unknown) error rate of 5 percent, we 
would like our sample to estimate an error rate as close to 5 
percent as possible. Prom our previous discussion, we know that 
if the universe is defined correctly, if the list of universe 
items from which we draw the sample is correct, and if we use 
random procedures to select the sample items, the sample will be 
representative. The estimate will be unbiased and have a 
measurable precision and confidence level. 

"Corrective" means that the sample will locate as many error 
items as possible, so that they can be corrected. Even if the 
system that generated the errors is not corrected, as many 
specific instances as possible will be. (Regarding this 
characteristic, some may state that it is not GAO's job to do the 
agency's work. However, if we suspect a problem and if, by 
careful sample design, we can disclose a large number of problem 
items, our findings may be more effective and more likely to 
bring about corrective action.) 

In the example above, we assumed that the true error rate in 
the universe was 5 percent. If we selected a random sample of 
100 items from the universe, we would expect to find only 5 error 
items. However, if we could identify in advance the error-prone 
items --that is, the items most likely to contain errors based on 
what they were, how they were stored, how they were accounted 
for, or the like-- we could perhaps isolate them from the other 
items and take all our sample or the largest part of our sample 
from these items. Thus, we could maximize the number of errors 
disclosed by the sample. 

"Protective" means that the person who does the sampling 
attempts to include the maximum number of high-value items in the 
sample. This approach is common in auditing when auditors 
isolate the high-value items from the rest of the universe, 
gather data on all these items, and gather data from a sample of 
the remaining items. Continuing with our inventory example, if 
we knew that 100 of the items had values in excess of $1,000, we 
might audit all these items and audit a sample of the remaining 
items. Or if, in addition to knowing that 100 of the items had 
values in excess of Sl,OOfJ, we knew that 500 items had values of 
$100 to $1,000, we might review half of the SO0 items and all the 
items that had values in excess of $l,OOr). 

"Preventive" means that the sampling method gives agency 
managers no idea which items will be selected during our review. 

When designing a sampling plan, evaluators should keep in 
mind the desirability of obtaining a sample that is as 
representative, corrective, protective, and preventive as 
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possible. TO do so, they should stratify the universe on the 
basis of dollar value and the likelihood that the items contain 
errors, use some random method to select the sample from each 
stratum, and weight the results from each stratum to compute 
overall estimates for the universe. 

It is not possible, however, to optimize all four 
characteristics in a single sample. Instead, a balance must be 
struck, depending on which characteristic is most important in 
view of the audit objective. Also, in certain types of jobs, one 
or more of the characteristics may not require consideration at 
all. 
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CHAPTER 6 

SAMPLE SELECTION PROCEDURES 

One of the most critical parts of every samplinq operation 
is the actual random selection of the units to be examined. 
Mistakes in estimating the sample size or in evaluating the 
samnle results can be corrected or appropriate adjustments can be 
made before, or sometimes even after, data collection has been 
completed. However, a mistake in the sample selection process 
can materially distort or even invalidate the sample results, 
particularly if the mistake is not detected, and can sometimes 
make it necessary to redo or abandon the work. This chapter 
describes the steps involved in sample selection. A more 
detailed description of selection procedures, the various 
problems that may confront the sampler, and the methods of 
overcoming these problems is in appendix II. 

As we have noted, developing a sampling plan is iterative. 
However, we must assume that certain components of the plan are 
fixed, even though they might change in a later iteration. 
Therefore, we assume that the 

o audit or evaluation questions have been formulated, 

o audit or evaluation strateqy has been chosen, 

o universe of interest has been defined, 

o sample desiqn has been chosen, 

o samplinq unit has been defined, 

o sample size has been determined, and 

o data collection and analysis plans have been made. 

L 

In order to make intelliqent decisions about the last five 
of these points, we must have rather detailed knowledge ahout the 
physical location and accessibility of the universe and a qood 
estimate of the number of items in the universe, if the exact 
number is not available. We must know the practical aspects of 
qatherinq the data. We must know whether the sampling units are 
documents, school pupils, spare parts, or the like; whether the 
universe is at one location or at several locations some distance 
apart; and whether the sampling units are in file drawers, 
storaqe bins, or neighborhoods. And we must know how the 
measurements will be administered. To individuals? To qroups? 
In person? By telephone? By mail? 

THE SELECTION OF SAMPLING UNITS 

There are three basic procedures for selecting statistical 
samples: random number sampling, systematic selection with a 

58 



random start, and selection based on randomly selected 
combinations of digits in the lower order positions of socially 
assigned identification numbers. Computer programs can also be 
used. We present manual methods of sample selection below 
because evaluators may not always have automatic data processing 
equipment available and because we believe that evaluators should 
understand how the computer produces the sample numbers. 

Systematic sampling, or systematic 
selectlon with a random start 

Because of its simplicity and usefulness in many situations, 
systematic sampling, or systematic selection with a random start, 
will he discussed first. In this selection procedure, the sample 
is selected from the universe on the basis of a fixed, or 
uniform, interval between sampling units, after a random starting 
point has been determined. The uniform interval between units is 
obtained by dividing a given sample size into the universe size 
and dropping any decimals in the result. The random start is 
selected from a table of random digits and is the first 
combination of digits that is between 1 and the uniform sampling 
interval, inclusive (see appendix II). The random start ensures 
that, for all practical purposes, every sampling unit has an 
equal opportunity of being selected. 

For example, assume that we want to draw a sample of 200 
items from a file containing 10,100 items. Dividing the sample 
size into the universe size gives a quotient of 50.5. Rounding 
downward to the nearest whole number gives a sampling interval of 
50. From a table of random digits, the first number between 1 
and 50 is selected to obtain the starting point. (Note that 
since the sampling interval is a two-digit number, we look at 
two-digit combinations in the table of random digits. Methods 
for obtaining a "random" starting point in the table are 
explained in the section of this chapter entitled "Random Number 
Sampling.") Suppose the random starting number between 1 and 50 
is 36. We start with item number 36 and pull every 50th item 
thereafter; the 36th item, 86th item, 136th item, and so on will 
constitute the sample. 

Situations calling for systematic 
sampling 

Systematic sampling may be used when the sampling units are 
not numbered or when it would be too cumbersome to attempt to 
match the sampling units against random numbers. Here are some 
circumstances in which systematic selection may be used 
advantageously: 

1. The sampling units are long lists or pages of lists. 

2. The sampling units are filed on index cards that are not 
serially numbered, or if they are numbered, they are not 
in numerical sequence. 
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. 

3. The sampling units are not suitably numbered and are 
intermingled with other items that are not to be 
included in the sample. 

4. The sampling units are numbered in blocks of numbers, 
and some blocks are not used. 

Cautions in using systematic selection 

To obtain a sample size that is neither too large nor too 
small, the evaluators must know or be able to closely estimate 
the universe size. Before using systematic selection, the 
evaluators should make sure that the sample will be drawn from 
the entire universe. If the sample is to be drawn from a list of 
items, the list must be complete; if the sample is to be drawn 
from a file, all the folders must be in the file, or charge-out 
cards or a similar system must be used to mark the position of 
missing folders. Otherwise, the evaluators must make special 
arrangements to ensure that missing sampling units have 
the opportunity of being selected. 

In certain types of universe, the items are arranged so that 
certain significant characteristics recur at regular intervals. 
This is called "periodicity." Some examples are daily highway 
traffic passing through a certain intersection during the day and 
department store sales during the week. A systematic sample 
might consist of a certain time of day from the former type of 
universe or a certain day of the week from the latter, even 
though every time point and every day would have an equal 
opportunity of being selected. Obviously, samples like these 
would be unrepresentative of the entire universe. 

Another example is a universe consisting of a payroll list 
on which every 25th employee is a superintendent. A systematic 
sample of every 25th name or multiple thereof could result in a 
sample consisting entirely of superintendents or, more likely, in 
a sample that excluded all superintendents. Obviously, neither 
situation is desirable. Discussions with agency personnel 
commonly disclose situations of this type. 

In general, this problem can be minimized if the sample is 
taken from lists of persons arranged alphabetically by name or in 
order of Social Security number or from lists of inventory items 
in sequence by stock numbers or by the dates the items were first 
stocked. Before using systematic selection, it is imperative 
that the evaluators determine whether there is a relationship 
between the arrangement of the universe and the characteristic 
being measured. 

When systematic selection with a random start is used, the 
selection process must be continued throughout the entire 
universe, as originally defined by the evaluators, even though 
the universe size may have been underestimated when the sampling 
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interval was calculated and even though the se,lection will 
produce a larger sample than required. under no circumstances 
should the evaluators stop when they reach the required sample 
size. This is equivalent to "throwing out" part of the universe 
and could result in an unrepresentative sample. If the sample 
turns out to be too large, it can be reduced by using one of the 
procedures described in appendix II. 

Once the sample has been selected, it is not permissible to 
substitute other items for sample items that are missing (that 
are out of the file or the like) or for sample items that may not 
have adequate supporting material to permit measurement. Every 
effort should be made to locate the missing items or supporting 
material. If they cannot be located, this fact should be noted 
and reported as one of the sample results. 

Evaluators should also be aware that, if the sampling units 
are arranged in ascending or descending order of magnitude, a 
systematic sample will yield a smaller estimate of the sampling 
error than a random number sample (as we discuss later in this 
chapter). 

Selection based on randomly selected 
combinations of terminal digits 
in identification numbers 

This is really another method of systematic selection with a 
random start, but the mechanical procedures for selecting the 
sample are different. Certain types of sampling units have been 
assigned consecutive identification numbers. Examples are Social 
security numbers, inventory stock numbers, and transaction 
numbers assigned in the order in which documents were received or 
processed. The important feature of the identification numbers 
is that the terminal digits (usually the last three, sometimes 
the last four) can usually be assumed to be random with respect 
to the characteristics the evaluators want to measure. 

A sample can be selected from a universe of units having 
such identification numbers by selecting all the items (or 
persons) having identification numbers ending in a certain 
randomly selected digit or combination of digits. Secause there 
are 10 digits from 0 through 9, each digit will appear in the 
last position in 10 percent of the identification numbers. Thus, 
all identification numbers having a terminal digit that matches a 
randomly selected digit from 0 through 9 will constitute a random 
IO-percent sample. Similarly, there are 100 possible 
combinations of pairs of digits between 0 and 99. Each pair of 
digits will appear in the last two positions of 1 percent of the 
identification numbers. Thus, all identification numbers whose 

I, last 2 digits match a randomly selected pair of digits between 0 
and 99 will constitute a random ?-percent sample. 

The steps in this selection procedure are 



1. determining the required sample size, 

2. dividing the sample size by the universe size to 
obtainthe sampling rate (or percentage), and 

3. selecting the required quantity of random digits or 
combinations of random digits by using a table of random 
digits or some other suitable source of random numbers. 

The percentage indicates the number of digits that should be 
in the randomly selected combination of digits and the number of 
combinations that should be selected. For a 20-percent sample, 
we would match against 2 randomly selected digits between 0 and 
9; for a 30-percent sample, against 3 randomly selected digits 
between 0 and 9; for a l-percent sample, against 2 randomly 
selected digits between 0 and 99; and for a 3-percent sample, 
against 3 pairs of randomly selected digits between 0 and 99. 

For example, to measure the accuracy of payroll records at 
an installation employing 6,000 persons, the evaluators determine 
that a sample of 240 records will be adequate. They decide to 
draw the sample by selecting the payroll records of employees 
whose Social Security numbers end in certain randomly selected 
pairs of digits. Because a sample of 240 from a universe of 
6,000 is a 4-percent sample, the evaluators will need 4 pairs of 
digits. From a table of random digits, they select the following 
pairs of digits between 0 and 99: 01, 26, 85, and 94. Then they 
examine the payroll records of all employees whose Social 
Security numbers end in those digits. 

In this type of sampling, selection should not be based on 
the leading digits in the identification number, because these 
digits frequently are codes and are not assigned in serial order. 

(This type of sampling is sometimes called digital 
selection, digital sampling, or junior digit sampling.) 

Random number sampling 

. 

For a simplified example of random number selection of 
sampling units, suppose that we want to make a random selection 
of one pay record from a universe of 10 pay records. The 
evaluators know that the likelihood of selecting any specific 
record is 1 in 10. The probability is usually expressed as a 
proportion, 0.10, or as a percentage, 10 percent. The 
probability is known because the only factor involved in random 
selection -is chance. Subjective considerations (conscious or 
otherwise), such as selecting new-looking pay records, people who 
look approachable, or military installations in nearby locations, 
are completely avoided. 

If the universe is very small, such as the 10 pay 
records, the sample could be selected by recording the serial 
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number or some other identification symbol of each of the 10 pay 
records on a separate slip of paper. The slips of paper could 
then be placed in a container and mixed thoroughly, and a 
blindfolded person could withdraw a quantity of slips equal to 
the specified sample size. The identification numbers on the 
slips of paper would indicate which pay records to select. 
Although this selection method is practical only when the 
universe is very small, most random selection methods are merely 
extensions of it. 

For most projects, the procedures are to (1) have a set of 
random numbers generated on a large computer system or (2) use 
the computer to select randomly from records in machine-readable 
form. At this writing, however, the random number generators on 
microcomputers are usually inadequate for both these procedures. 

Programmed random number generators are available for use 
with most large computer systems. These generators are designed 
to produce a selection of random numbers that will be suitable 
for, or can be adapted to, most numbering systems, including 
compound numbering systems. For most sampling applications, such 
generators reduce to minutes the time required for random number 
selection. 

In its simplest form, random number sampling is a selection 
procedure in which's quantity of random numbers equal to the 
specified sample size is first selected from a table of random 
digits, then matched against the serial numbers, stock numbers, 
transaction numbers, or whatever, and finally assigned to the 
sampling units in the universe. If the sampling units are not 
numbered, the evaluators may develop a numbering system for 
identifying each unit. For example, if documents are entered in 
a register with 25 lines to the page, documents 1 through 25 
could be assigned to the first page, 26 through 50 to the second 
page I and so on. If the items have their own numbers, the 
sampling process will be greatly simplified if they are arranged 
in numerical sequence or if a list of the cases in numerical 
sequence is available. The sampling units having numbers that 
correspond to the selected random numbers constitute the sample. 

First, the beginning and ending numbers of the items in the 
universe are determined. Then numbers falling between the 
beginning and ending numbers equal to the specified sample size 
are selected from a table of random digits. For example, if we 
want to select a sample of 200 items from a universe of 8,894 
items numbered from 265 through 9,158, we start at some random 
point in the table. Going either down the table columns or 
across the rows, we select the first 200 four-digit numbers that 
fall between 0265 and 9,158, inclusive. Note that we must look 

a at four-digit numbers because the largest number in the universe 
has four digits. The quantity of digits in the numbers that are 
read must always equal the quantity of digits in the largest 
number of the universe. Par most applications, numbers that 
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duplicate a number that has already been drawn are discarded, 
and the quantity of additional random numbers that will achieve 
the required sample size is selected. Any table of random digits 
can be used with any purely numerical numbering system, and the 
table can be adapted for use with an alphabetical-numerical 
numbering system. 

In most situations, the use of random number sampling is not 
as simple as this. Appendix II gives detailed descriptions of 
how to determine the starting point in a table of random digits, 
how to record the random numbers that are used, how to adapt 
random number sampling to compound numbering systems, and other 
complicated situations. Statisticians can provide guidance on 
these procedures. 

When preliminary results indicate that the sample is larger 
than needed, the evaluators may want to decrease the sample 
size. Basically, this is done by taking a random sample of the 
random sample. Details on this procedure are also given in 
appendix II. 

THE APPLICATION OF SELECTION PROCEDIJRES 

The selection procedures described in this chapter are 
applicable to simple random sampling, stratified sampling, and 
cluster sampling. In simple random sampling, we have only a 
simple universe, and only one procedure is used to select the 
entire sample. 

With stratified sampling, the universe is divided up into 
two or more separate subuniverses, or strata. Thus, a different 
procedure could be used to select the samples in the various 
subuniverses. Depending on the arrangement of the items in the 
subuniverses and the numbering systems employed, it might be 
advisable to use random number sampling in some of the strata and 
systematic selection with a random start in others. 

In the application of these procedures to cluster sampling, 
one procedure might be used to select the clusters; if it were 
necessary to select a sample of items within these clusters, a 
different procedure might be used to do this. For example, 
systematic selection with a random start could be used to select- 
the clusters and random number sampling could be used to select 
the sample items within the clusters. 

SELECTION WITH PROBABILITY PROPORTIONAL 
TO SIZE 

When evaluators apply random selection procedures to 
cluster sampling, the clusters can be selected with probability 
proportional to size (PPS) or to a related variable that can be 
used as a measure of size. This sampling method is based on the 
assumption that the variable to be measured is highly correlated 
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Table 6.1 

Selection with Probability 
proportional to Size 

Number Range of 

Office 
of cumulative numbers 

claims Lower E Random numbers - - 

New York 2,436 

Hicksville 1,245 
?acerson 471 
RKOllX 2,335 
Atlanta 1,775 
Pittsburgh 1,254 
Tampa 636 
charlestown 174 
Chicago 2,562 
Springfield 1,630 
Cincinnati K8-l 
South Bend 139 
St. Paul 1,818 
St. Louis 1,114 
Columbia 14R 
Detroit 2,159 
Cleveland 1,327 
Fort Worth 661) 
Waco 163 
San Antonio 43n 
Nashville 625 
Chattanooga 202 
Jackson 187 
Oakland 1,469 
Portland 723 
Fresno 281 
Los Angeles 2,162 
Van Nuys 361 
San Diego 597 
Honolulu 169 

1 

2,937 
4.187 
4;653 
6,988 
P,7fi3 

10,017 
10,653 
10,827 
13,399 
15,019 
15,706 
15,845 
17,663 
18,777 
18,925 
21,084 
22,411 
23,079 
23,242 
23,672 
24,297 
24,490 
24,6R6 
26,155 
26,87P 
27,159 
29,321 
29,692 
30,279 

?,936 

4,181 
4,652 
6,987 
8,762 

10,Olfi 
in,652 
111,826 
13,388 
15.018 
15,705 

nl03a; 02770; 02471: 
01174 

09745: 09094 

10679 
12993 
14922; 13547; 143011 
15150 

15;a44 
17,662 17237 
18,776 17850 
18,924 
21,OA3 
22,410 
23,078 22638; 22952 
23,241 23223 
23,671 
24,296 
24,498 
24,685 
26,154 25972; 25402 
26,877 
27,158 
29,320 
29,681 
30,278 29841 
30,447 

Source : Interstate rommerce Conmission, Bureau of Transport 
Fsonomics and Statistics, Table of 105,000 Random Decimal 
nlglts IWashlngton, D.C.: 1949), p. 213, col. 7, line 
971, throuqh col. 9, line S52. 

with some data already known about the cluster, such as number of 
inhabitants, dollar volume of transactions, or number of students 
in a school system. If the assumption is correct, this selection 
method will yield a smaller sampling error than other methods 
would. 

For example, table 6.1 lists claims-paying offices and the 
number of claims each one paid in 1982. Suppose we want to 
estimate the dollar value of the claims that were paid. It is 
reasonable to assume that the dollar value of claims that were 
paid is approximately proportional to the number of claims that 
were paid. Assume that the maximum number of offices that can be 
audited is 20. 

First, we set up a range of cumulative numbers of claims for 
each office, as shown in the third and fourth columns of the 
table. Next, we select 20 random numbers between 1 and the total 
number of claims paid--that is, between 1 and 30,447. Then we 
enter each random number on the line for the office whose range 

* of paid claims includes the random number. (For example, random 
number 9,745 is entered on the line for Pittsburgh.) This 
identifies the sample office. Note that some of the offices are 
included in the sample more than once; this is characteristic of 
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PPS sampling. Sampling with replacement is used. Thus, when the 
random numbers are selected, duplicates should not be eliminated. 

Each office's probability of selection is proportional to 
the number of paid claims. Yet each office, from the smallest to 
the largest, has an opportunity of being selected. 

This example shows only how the sample would be selected. 
The major use of PPS sampling is in two-stage sampling when the 
cluster sizes vary greatly, as they do here. If clusters were 
chosen with equal probability, the variation in cluster sizes 
would increase the computed variation between cluster totals. 
Using two-stage sampling and PPS sampling to select the primary 
units, the evaluator can calculate subsampling rates within 
primary units in a way such that the second-stage sample sizes 
within each primary unit are equal and, at the same time, the 
sample is self-weighting. Therefore, the sample can be treated 
as if it were a simple random sample of clusters, which greatly 
simplifies the calculations. 

The formulas for computing estimates and sampling errors for 
samples selected with PPS are beyond the scope of this paper. 

A FINAL CHECK 

Once the selection procedure has been decided upon, the 
procedures to be followed should be written in a sampling plan. 
Ordinarily, no deviations from the plan should be permitted 
during the selection process. If unforeseen circumstances make 
it necessary to modify the sampling plan, the circumstances as 
well as the modified procedure should be describe7 in the working 
papers. 

Before leaving the field, the evaluators should review the 
entire sample selection process to ensure that the' 

1. 

7 -.. 

3. 

4. 

correctly defined the universe, 

drew the sample from the entire universe as originally 
defined, 

did not substitute readily accessible items for items 
that would have been difficult to locate or question, 
and 

correctly recorded the pertinent information on each 
item. 
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CHAPTER 7 

DATA COLLECTION AND ANALYSIS CONSIDERATIONS 

RELATED TO SAMPLING 

Sampling is a precursor to data collection. In this chapter, 
we briefly review some basic ideas about data collection. Other 
transfer papers , giving much greater detail about data collection, 
are cited. 

Data collection methods and the types of data gathered vary 
with the type of application. Examples of applications from 
various disciplines follow. 

o In evaluation and policy analysis, the sampling units are 
often people who are interviewed, either in person or by 
telephone, or who are asked to fill out mailed 
questionnaires. 

o When data are collected from the general public, the 
housing unit is often the only means of getting at the 
persons in the sample. When this is so, we have a cluster 
sampling situation in which the housing unit is the 
cluster. All the people in the household come into the 
sample at once. 

0 In accounting, data are quite frequently gathered from 
documents such as vouchers, purchase orders, and ledgers 
or from computer files. Sometimes the data are gathered by 
actually counting or measuring and pricing items, as in 
verifying a physical inventory. 

o To verify various types of book balances, evaluators may 
have to send letters to the persons listed on an agency's 
records in order to determine that the agency's 
information is correct. In verifying inventory held in 
public warehouses, the evaluators might send confirmation 
letters to the management at each warehouse, asking them 
to say how much inventory is held in the warehouse. 

o When agricultural data are collected, quite often 
measurements are made in the field, such as measuring the 
growth of plants treated with different fertilizers or the 
prevalence of blight on various types of plants. 
Alternatively, such data as the price farmers received for 
grain may be collected from farmers' records or from grain 
elevator operators. 

o In industry, data are frequently collected by physical 
measurements, such as testing the tensile strengths of wire 
or measuring the temperature at which a thermostatic switch 
will operate. 
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CHECKING THE RELIABILITY 
OF DATA COLLECTION 

When data are collected, every effort should be made to 
examine the correct sampling units, to collect and record the data 
correctly, and to have another person independently verify all 
measurements and computations. If the data collection operation 
is large, it is usually advisable to have qualified, well-trained 
personnel make a quality review of a randomly selected data 
subsample. This permits a statistical measurement of the data 
collection errors that can be used to check the accuracy of the 
final sample results. 

If the data are to be collected by questionnaire (including 
confirmation letters), the evaluators must remember that once they 
have put the questionnaire in the mail, for all practical 
purposes it is impossible to further explain the questions and 
instructions. What comes back depends on how the respondents 
react to the questionnaire and how well they understand it. 
Therefore, the questionnaire should be as short as possible, it 
should look easy to answer, and the questions and instructions 
should be as simple as possible. The questionnaire should be 
pretested under conditions that are as similar as possible to 
those under which it will be answered. With rare exceptions, 
questionnaires should be designed by an expert in questionnaire 
design. More details will be covered in PEMD's forthcoming 
transfer paper on developing and using questionnaires. 

If the data are to be collected in person or by telephone, 
the interviewers should be given a complete set of instructions or 
an interviewer's manual. They should use an interview form, a 
questionnaire designed by an expert that is read to the 
respondent, so that all the interviewers ask the same questions. 
The interviewers should be trained to read each question exactly 
as it was written and to provide explanations and clarifications 
if the respondents do not understand it. Also, interviewers 
should be trained to maintain a friendly but neutral attitude and 
not inject personal opinions that might lead the respondents into 
giving certain answers. (For more details, see GAO, 1985.) 

Even with the best training and in the best circumstances, 
each interviewer has mannerisms that affect people differently and 
thus affect their responses. This is called "interviewer bias," 
To attempt to overcome it, interviewer assignments should be 
randomized so that a single interviewer is not responsible for all 
the interviews in a particular area, town, or section of a city. 
(Travel costs are, of course, a big factor in deciding whether 
this can be done and how.) 

IL For example, assume that interviews are to be conducted in 
three small cities A, B, and C, which are fairly close together 
and that three interviewers X, Y, and Z are available. To 
randomize assignments, we randomly assign one third of the 
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interviews in city A to interviewer X, one third to interviewer Y, 
and one third to interviewer 2, and we follow the same procedure 
in cities B and C. (More sophisticated schemes for randomizing 
interviewer assignments and testing interviewer bias are described 
in the literature.) Randomization of telephone interviewer 
assignments, of course, is much more easily accomplished. 

THE PROBLEM OF MISSING DATA 
AND NONRESPONSES 

One of the most troublesome problems in any type of data 
collection operation-- whether it is a sample or complete universe 
coverage --is missing data, sampling units for which the data 
cannot be collected. Examples are persons who do not bother to 
fill in and send back questionnaires and those who send back 
incomplete questionnaires , persons who are not at home or prefer 
not to be interviewed in person or by telephone, and documents 
missing from a file from which the sample is selected. 

It can be a serious mistake to assume that the respondents 
are representative of those who do not respond. For example, 
suppose that we want to know whether prisoners at a state 
penitentiary favor abolition of the death penalty. The universe 
is the 2,500 prisoners at the penitentiary on a certain date. We 
send each prisoner a questionnaire asking only one question: 

"DO you favor abolition of the death penalty? 
(Check one) yes no II . 

We receive 1,500 completed questionnaires (a 60-percent response 
rate). A tabulation of the responses shows 

Response Number Percent 

Yes 900 60 
NO 600 40 

Total 1,500 i-m 

From this, we might conclude that the prisoners favors abolition 
of the death penalty by a majority of 3 to 2. However, if 
information were available that permitted us to analyze the 
type of sentence the respondents had received, we might discover 
the following: 

Awaiting other 
Response execution sentence Total 

Yes 600 300 900 
NO 0 600 600 

r Total 600 900 1,500 

This additional information might lead us to revise our 
conclusions about the prisoners' attitudes. 
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The effect of nonresponses can be overcome by intensive 
follow-up in order to try to reduce them to, say, less than 5 
percent, unless this percentaqe includes potential resnondents 
who may have a disproportionate effect on the results (such as 
several very larqe firms that fail to respond in an economic 
survey). 

In questionnaire surveys, we can take a random sample (say 25 
to 33 percent) of the nonrespondents and attempt to interview them 
by telephone or in person to obtain answers to at least the key 
questions. The responses from this sample then can be weiqhted so 
that they are representative of all nonrespondents. The resultins 
overall estimate will be unbiased, but the samplinq error will be 
increased, because responses would not have been obtained from the 
full sample originally selected. 

Various statistical tests based on known data can be made for 
differences between respondents and nonrespondents to 
questionnaires. Examples of the types of data that can be tested 
for significant differences are mean or median income, educational 
level, mean age, and race. If there are no siqnificant 
differences between the two groups, sometimes it is safe to assume 
that the respondents are representative of the nonrespondents, at 
least with respect to the characteristics we can measure. In 
personal interview surveys, a more experienced interviewer or 
supervisor can attempt to interview the persons who were not at 
home and to convert refusals into responses, or at least try to 
find out why they refused to participate in the survey. This may 
enable us to decide whether they have characteristics that are 
different from those of the typical respondents. 

A major mistake is to make arbitrary substitutions for 
missing sample documents, nonrespondents, and the like. An 
example of arbitrary substitution is to take the file folder 
immediately following or preceding a sample folder that is missing 
from the file; another is to take the household next door to a 
sample household in which no one was home. The fallacy of this 
approach is that the record may be missinq from the file for a 
reason, such as fraud or collusion. The household in which no one 
is home may be occupied by a sinqle person or by a couple who are 
both employed and have no children. The responses of these people 
may be different from the responses of those who are usually at 
home at the time the survey is made. Also, some people may refuse 
to be interviewed because they are emotionally involved in the 
survey's subject, and these may be the very people whose answers 
we want. 

Sometimes, random procedures are used to select substitutes 
for missinq or unavailable records or for nonrespondents. 
Although this is better than arbitrarily selectinq the closest 
available record from a file or the household next door, we are 
really obtainins more data about the same type of samplinq 
unit-- the households that will respond or the records that are 
available. 
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Another technique is to assume the worst or most extreme 
value for the missing information and see how it affects our 
estimates. 

If nonresponse cannot be overcome or if missing records 
cannot be located, this should be disclosed in the published 
report. Also, the rate of nonresponse to individual variables 
should be reported. The user of the information can thus know the 
actual results and can evaluate them accordingly. 
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CHAPTER 8 

THE STRENGTHS AND LIMITATIONS 

OF STATISTICAL SAMPLING 

when a design is developed for answering an audit or 
evaluation question, the question arises as to whether or not to 
sample. If the universe is small or the individual sampling 
units in the universe are very important, it is often advisable 
to examine every item in the universe. However, if the universe 
is large, a sample is preferred to a complete enumeration of the 
universe because the information that is wanted can be obtained 
more cheaply, more quickly, and often more accurately and in more 
detail. In some instances, only one of these benefits applies, 
and in some extreme situations, not one does. These points 
deserve some explanation. 

Sampling is usually cheaper than a complete review of the 
universe because, by definition, it usually deals with only a 
small group selected from the universe. The total cost of 
getting information includes a variable cost related to examining 
the individual items. sy reducing the number of items to be 
examined, sampling permits a substantial reduction in that 
variable cost. However, a good sampling plan may add some costs 
that would not be present in a complete review. Although almost 
always much smaller than the savings, such costs should not be 
ignored. They usually cover 

1. developing the sampling plan, 

2. selecting the sample, 

3. monitoring the sample selection process, 

4. processing the data and calculating estimates and 
sampling errors (manually or by computer), and 

5. providing special training or instructions necessary for 
items 2 through 4. 

With regard to speed, sometimes a recommendation must be 
prepared or a decision made within a relatively short time. 
No matter how good the quality, information is of no help unless 
it is received in time to be used in making the recommendation or 
arriving at the decision. The measurement or examination process 
takes time; so does the summarization of results, Because a 
sample has fewer items than a complete review, these processes 
can be done more quickly in order to make them more useful to the 

a decisionmakers. 

Sometimes an attempt will be made to obtain more information 
from the sample than it was originally designed for. An example 
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of this is taking a sample that was desiqned to evaluate the 
effectiveness of a runaway-youth shelter proqram as a whole and 
then attemptinq to develop estimates for different domains of 
interest (e.g., classifying the youths by sex, aqe, or race 
or the marital status of their parents). In some cases, attempts 
to use a sample for purposes other than those for which it was 
designed can lead to estimates with samplinq errors as large as, 
or larqer than, the estimates themselves. 

Similarly, many believe that samplinq may furnish less 
accurate answers than a complete analysis. We would like to 
assert the opposite view, even thouqh it may not, at first 
qlance, seem reasonable. The basis for this suggestion is the 
reduction in the risk of errors of measurement, recording, 
processing, and reporting. Because samplinq involves the 
observation of fewer items, it frequently allows us to use 
personnel who have been better trained to collect, process, and 
evaluate the data than would be practicable in a full examination 
of the universe. In fact, it has been found that measuring 
physical inventory by samplinq is more accurate than countinq and 
pricinq every item. Also, because fewer observations are needed 
in samplinq, the measuring process can be done more nearly 
simultaneously and the result is more likely to present correctly 
the status of the universe at a aiven time than would the result 
of a complete review, durinq which changes may take place. For 
instance, by the time the last item has been measured, the first 
one may have been used up or materiallv chanqed. 

By suggesting that sampling permits more detailed 
information to be obtained, we mean that if an attempt is made to 
measure all the items in the universe, it may be possible to make 
only one or a few observations on each sample item. However, if 
sampling is used and fewer items are measured, it may be possible 
to collect much more data about each item and thus develop more 
information about the universe. For example, the Bureau of the 
Census is mandated to count the population (complete enumeration) 
in the decennial census, but the detailed statistics on the 
demoqraphic characteristics of the population and the nation's 
housing are developed from samples of households counted in the 
census. 

Additionally, we may discover durinq data collection that we 
are taking the wrong measurements, that additional data are 
needed, or possibly that the investigation's objective has been 
poorly defined. If samplinq is used to collect the data, as 
opposed to makinq a complete enumeration, mistakes are much 
easier to correct. -- 

Tn sum, if statistical sampling is feasible and is carried 
. out correctly, it usually has advantages over complete 

enumeration and nonstatistical samplinq. 
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APPENDIX I 

THEORETICAL BACKGROUND 

APPENDIX I 

This appendix explains the bases for sample estimates and the 
concepts of confidence and sampling error. It is intended for 
those who have not completed a college course in statistics or who 
have completed one but need a refresher. 

As we noted in chapter 3, we use measurement or observations 
of a sample to draw inferences about the universe from which the 
sample was drawn. The sample is used to estimate totals, rates of 
occurrence, or both. Assuming that the sample mean estimates the 
universe mean, we multiply the sample mean by the number of items 
in the universe to estimate the universe total. Similarly, when 
estimating rates of occurrence, we assume that the rate of 
occurrence found in the sample estimates the rate of occurrence 
in the universe. Such assumptions are based on the laws of 
probability. 

CALCULATING PROBABILITIES 

Let us consider a dice-throwing experiment that uses a pair 
of perfect dice. In table 1.1 (on the next page), we tabulate, 
for each point that can be thrown, the number of ways the point 
can be "made" and the probability of making the point in a single 
throw. With this table, a person can calculate the probabilities 
of all possible outcomes even before picking up the dice. For 
example, the probability of throwing 2, 3, or 12 (called "craps" 
or "crapping out") is 11.11 percent (2.78 + 5.55 + 2.78). The 
probability of throwing 7 or 11 (a "natural") is 22.2 percent 
(16.67 + 5.55). The probability of throwing a 7 is 16.67 
percent. The probability of throwing any one of the points 5 
through 9 is 66.7 percent, and the probability of throwing any one 
of the points 3 through 11 is 94.4 percent. 

The ability to calculate probabilities for a dice-tossing 
experiment depends on mechanical conditions--the way the dice are 
constructed and roll. Similarly, it has been found that the 
probabilities for sampling experiments also depend on certain 
conditions-- not mechanical but conditions of sample selection. 
Tabulated in table I.2 (on the next page) is the outcome of a 
sampling experiment in which 400 samples, each consisting of 400 
beads, were drawn at random from a jar containing 20,000 beads, 
of which 4,000 (20 percent) were red and 16,000 (80 percent) were 
blue. 

If each sample were an exact image of the universe, each 
would contain 80 red beads (20 percent of 400). Instead, as we 
can see, the samples vary from as few as 55 red beads (13.75 
percent) to as many as 103 red beads (25.75 percent), with the 
remaining samples having varying quantities of red beads between 
those tb:o extremes. However, most samples contain quantities of 
red beads that are close to the number we would expect, knowing 
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APPENDIX I APPENDIX I . 

Number of 
samples 

each with 
400 beads 

1 
1 
2 
1 
2 
2 
4 
2 
6 
8 
7 
6 

10 
14 
12 
11 
19 
15 
17 
18 
15 
13 

Table 1.1 

Dice-Throwrng Probabilities 

Number of Probability of 
ways point 

Point 
making point in 

can be made a single roll 

2 1 2.78% 
3 2 5.55 
4 3 8.33 
5 4 11.11 
6 5 13.89 
7 6 16.67 
8 5 13.89 

lo' 4 3 11.11 8.33 
11 2 5.55 
12 1 2.78 - 

Total 36 99.99% 

Table I.2 

Results of Bead sampling Cxperiment 

Red beads in sample 
Number % - 

55 
58 
59 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 

13.75 
14.50 
14.75 
15.25 
15.50 
15.75 
16.00 
16.25 
16.50 
16.75 
17.00 
17.25 
17.50 
17.75 
lR.00 
18.25 
18.50 
18.75 
19.00 
19.25 
19.50 
19.75 

Yumber of 
sawles 

each with 
400 beads 

23 
23 
20 
16 
19 
14 

9 
11 
14 
15 

6 
9 
7 
6 
4 
2 
2 
4 
1 
1 
2 
1 

Red beads ln sample 
Number 3 

100 

80 
81 

101 

82 
93 

103 

84 
85 
86 

z;: 
aq 
90 
91 
92 
93 
94 
35 
96 
97 
9R 

20.00 

25.00 

20.25 
20.50 

25.25 

20.75 
21.00 

25.75 

21.25 
21.5fl 
21.75 
22.00 
22.25 
22.50 
22.15 
23.00 
23.25 
23.50 
23.15 
24.00 
24.25 
24.50 

what we do about the universe. The two categories in which the 
largest number of samples (23) fell contain 80 and 81 red beads, 
or 20 and 20.25 percent, respectively. Further, 274, or 68.5 
percent, of the samples contain between 18 and 22 percent red 
beads and 382, or 95.5 percent, of the samples contain between 16 
and 24 percent red beads. The results of the samples are shown in 

. the form of the bar chart in figure 1.1. As can be seen, the 
samples are arranged almost symmetrically about the category that 
contains the true percentage of red beads. 
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Figure 1.1: Number of Samples Classified 
by Percentage of Red Beads 
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Effect of sampling variation 

We might view the percentage of red beads in a sample of 400 
beads as a shot at knowing the percentage of red beads in the jar, 
but we would have to understand that the shot is affected by 
sampling variation. Figure I.1 indicates the confidence that 
should be associated with each level of precision for this shot. 
For instance, the shot (the sample percentage of red beads) should 
be between 18 and 22 percent with about 68-percent confidence. 
That is, the sample percentage of red beads will "likely" fall 
within 2 percentage points of the universe percentage of red 
beads. The shot should be between 16 and 24 percentage points + with about 95-percent confidence. That is, the sample percentage 
of red beads will “very likely" fall within 4 percentage points of 
the universe percentage of red beads. 
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Figure 1.2: The Relative Frequency of a Large 
Population of Single Digits Retween 0 and 9 

Density scale ‘% per dlg!t 

10 

0 1 2 3 4 5 6 7 6 9 

Digtt 

If we look at the red beads as ones and the blue beads as 
zeros, the percentage of red beads in the universe or sample is 
the mean (in percentage terms) of the ones and zeros. The lesson 
from figure I.1 is that a sample mean of a large random sample 
from the jar is a reliable shot at the universe mean. 

We can illustrate the situation in which we are sampling for 
variables by considering a very large universe of single digits. 
Each of the 10 digits (0 to 9) constitutes 10 percent of the 
universe. We summarize this universe in figure I.2 by setting 
each digit as a separate class interval.1 The universe mean is 
4.5; note that the arithmetic mean is the point of balance, if the 
chart is a physical object. A random sample of a single item 
from this universe gives no useful information about the mean. 
This one item could with equal chance be any of the 10 digits. 

A sample of two elements (n = 2) provides more information 
about the universe mean. To see this, refer to the histogram in 
figure I.3 for the means of samples of two elements from this 
universe. 

. 1We are indebted to Donald T. Gantz of the Department of 
Mathematical Sciences, George Mason University, Fairfax, 
Virginia, for developing this example. 
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Figure 1.3: The Relative Frequency of Means 
of Samples of Two from a Population of Digits 
Between 0 and 9 
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If we use simple random sampling, all the two-item samples 
have an equal chance of being selected. Of the 19 possible values 
(0, 0.5, 1, 1.5, . . . . 8.5, 9) for the sample mean of a sample of 2 
items, the most likely value is 4.5 (the universe mean). 
The chance that the sample mean will be 4.5 is 10 percent, and the 
chance that it will be in the range from 4 to 5 is 28 percent. 
Correspondingly, each of the extreme values 0 and 9 has only a 

e l-percent chance of being the mean of a sample of two items. Note 
the strong centralizing effect of averaging only two randomly 
selected items from the universe, 
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Now, consider depictions of the means of random samples of 
three items from the universe, as shown by the frequency data here 
and the histogram in figure 1.4. 

Interval Density Interval Density Interval Density 

0 0.1 3.000 5.5 
0.333 0.3 3.333 6.3 
0.667 0.6 3.667 6.9 
1.000 1.0 4.000 7.3 
1.333 1.5 4.333 7.5 
1.667 2.1 4.667 7.5 
2.000 2.8 5.000 ,_ 7.3 
2.333 3.6 5.333 6.9 
2,667 4.5 5.667 6.3 

Figure 1.4: The Relative Frequency of Means 
of Samples of Three from a Population of Digits 
Retween 0 and 9 
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Figure 1.5: The Smoothed Curve of the Relative 
Frequency of Means of Samples of Three from a Population 
of Digits Between 0 and 9 

0 1 2 3 4 5 6 7 8 9 
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If we use simple random samplinq, we find that all the possible 
3-item samples have the same chance of being selected. Figure 
I.5 presents the same information as figure I.4 but a smooth 
curve gives the heights (i.e., the density) of the rectangles 
over the class intervals. Of the 28 possible values (0, 0.333, 
0.667, 1, . . . . 8.667, 9) for the sample mean of a 3-item sample, 
4.333 and 4.667 (the values closest to 4.5) are most likely. 
There is about a 30-percent chance that the sample mean will he 
in the range from 4 to 5. Correspondingly, of the extreme values 
fl and 9, each has only a O.l-percent chance of being the mean of 
a 3-item sample. Further, the two extreme values 0 and 1 (as 
well as the tail values 8 and 9) have only a 3.5-percent chance 
of being the mean of a 3-item sample. 

Central limit theorem 

As the sample size, n, increases, the approximating smooth 
I, curve, analogous to the one in figure 1.5, approaches the normal 

distribution density curve with mean 4.5 and standard deviation 
2.87/'&t. This tendency of the histogram of the means of all simple 
random samples from any universe to approximate a normal density 
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curve, if the sample size n is sufficiently large, is called the 
"central limit theorem." 

To illustrate the power of the central limit theorem, 
we can note that the normal density curve has the followins two 
properties: 68 percent of the area under the curve is within one 
standard deviation of the mean (or the center of the curve), and 
95 percent is within two standard deviations of the mean. 

Further, note that the normai curve that aDproximates the 
sample mean histogram for a large n has a standard deviation of 
2.871fi. Here, 2.87 is the standard deviation of the universe 
histoqram in figure 1.2. Hence, when n is large, the standard 
deviation of the sample mean curve (analocrous to figure I.5j is 
quite small: this says that the sample mean of a larqe random 
sample will almost certainly be quite close to the mean of the 
approximating normal curve, which is also the universe mean. For 
example, if n equals 36, and the normal curve is therefore 2 
very good approximation of the sample mean curve in the current 
example, then 95 percent of the possible samples of 36 will have 
sample means between 3.543 and 5.457 [4.5 - (2)(2.87)/m and 
4.5 + (2)(2.87)/m. 

To further illustrate the central limit theorem behavior, 
we can consider the frequency distribution of 228 cities whose 
populations were more than 50,000 in 1950, as shown in figure 
1.6. (The four laraest cities have been excluded.) This 
frequency distribution is definitely not symmetrical. 
Technically, it is called a "reverse J-shaped distribution." The 
smallest class, cities with populations 50,000 to lO@,OOO, contains 
more cities than all the other classes combined. One city with 
1,850,OOQ inhabitants is not even shown on this histoqram because 
it would require making the horizontal axis twice as lona. 

What happens if we take 500 random samples, each consistinq 
of 25 cities, from this universe of 228 cities and prepare a 
histogram of the distribution of the sample means (also shown in 
figure I.6)? We note that the distribution, although by no means 
symmetrical, is approaching symmetry about the true universe 
mean. This is remarkable, considering the shape of the orisinal 
universe distribution. 

If we take random samples of 100 cities each and prepare a 
frequency distribution of the means (as in the third graph in 
figure 1.6), the distribution shows some additional improvement in 
the direction of symmetry, and the sample means cluster more 
closely about the true universe mean, although the distribution is 
certainly not normal. If the city with 1,850,OOO persons had been 
removed from the universe, the distribution of the sample means 
for a sample of 100 would be more nearly normal. Thus, resardless 
of the shape of the original universe distribution, the 
distribution of sample means approaches normality as the sample 
size increases. 
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Figure 1.6: Frequency Distributions of the Means 
of Samples Drawn from a Universe of 228 U.S. Cities 
with Populations Greater than 50,000 in 1950a 
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Source Adapted from G W Snedecor and W G Cochran. Stattstlcal Methods, 7th ed (Ames. Iowa 
Iowa State Umv Press. 1980) 
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CALCULATING THE STANDARD DEVIATION 
AND SAMPLING ERROR 

The standard deviation of a distribution of sample means 
represents the expected differences between the true mean and the 
sample means because of variation from sample to sample. It is 
called the "standard error" (or "sampling error") in order to 
distinguish it from the standard deviation of the individual 
universe values. (Note that this is strictly a mathematical 
concept. It does not imply that there has been a human mistake or 
mechanical failure in some operation.) The standard error is 
related to the variation in the universe distribution. To show 
how this relationship works, we need to develop further the 
concept of the standard deviation. 

As we stated in chapter 3, the standard deviation is merely a 
numerical measurement of the dispersion of a group of values about 
their arithmetic mean. Although other measures of dispersion 
exist, the standard deviation has the advantage that it can be 
manipulated arithmetically--that is, multiplied and divided (but 
in general not added or subtracted). 

The theoretical formula for computing the standard deviation 
of a universe S is shown below. Let 

represent the sum over the entire universe, and let Y represent 
the universe mean computed by the formula 

Then, 

S = J-- 5 (yi - V)’ 
N 

What this formula tells us is that we take each value in turn, 
subtract the mean from it, square the difference, then add all the 
squared differences, divide by the universe size, and finally take 
the square root of the quotient. Thus, the standard deviation is 
the square root of the average squared deviation from the mean. 

* 
However, after some algebraic manipulation, the formula can 

be simplified to 
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Thus, it is necessary only to square the values and the mean, 
eliminating the calculation of the differences. For example, we 
can calculate the standard deviation of the universe of 100 small 
purchase orders, discussed in chapter 3. A work sheet to compute 
the sum of the values, the squares of the values, and the sum of 
the squares is illustrated in table 1.3. 

Table I.3 

Work Sheet for Computing the Mean and Standard Deviation of Universe Data 

Purchase Purchase Purchase 
No Amount A- NO Amount L- SG Amount L- 

(1) (Yi) 

1 $157 
2 147 
3 259 
4 152 
5 144 
6 187 
7 192 
a 189 
9 165 

10 8R 
11 lh6 
12 192 
13 19n 
14 185 
15 164 
16 279 
17 2311 
18 150 
19 297 
7.0 199 
21 187 
22 137 
23 261 
24 132 
25 159 
26 21R 
27 200 
28 134 
29 259 
-ill 125 
31 204 
32 177 
33 172 

Yi2 

S24,649 
21,609 
67,081 
23,104 
20,736 
34,969 
36,864 
35,721 
27,225 

7,744 
27,556, 
3h,R64 
36,100 
34,225 
26,RQ6 
77.641 
52,900 
22,500 
RI3,209 
39,601 
34,969 
18,769 
68,121 
17,424 
25,281 
47,524 
40,non 
17,056 
67,081 
15,625 
41,h16 
31,329 
29,584 

(i) (Vi) 

34 $194 
35 197 
36 195 
37 277 
38 74 
39 217 
40 215 
41 237 
42 184 
43 176 
44 169 
45 184 
46 142 
47 177 
48 A0 
49 191 
50 231 
51 178 
52 125 
53 172 
54 159 
55 225 
56 241 
57 177 
58 232 
59 170 
h0 123 
61 175 
62 lh9 
63 192 
64 193 
65 233 
66 198 

Yi2 

$37,636 
38,809 
38,205 
76,729 

5,476 
47,089 
46,225 
56,169 
33,856 
30,976 
28,561 
33,856 
20,164 
31,329 

6,400 
36,481 
53,361 
31,684 
15,625 
29,584 
25,281 
5C,625 
58,OAl 
31,329 
53,R24 
28,900 
15,129 
30,625 
28,561 
36,864 
37,249 
54,2R9 
39,204 

fi) (Yil 

67 $204 
68 226 
69 236 
70 250 
71 203 
72 161 
73 152 
74 202 
75 143 
76 169 
77 218 
78 89 
79 248 
80 160 
91 175 
82 224 
83 159 
a4 139 
R5 158 
86 194 
87 228 
58 187 
89 177 
90 190 
91 178 
92 164 
93 135 
94 147 
95 96 
96 187 
97 256 
98 163 
99 lR1 

1n0 59 

$18,257 

We will first compute the universe mean, Y 

Q8,257 
100 

v= 182.57 
a 

Thus, the universe mean is $182.57. Next, we will compute the 
universe standard deviation: 

Yi2 

S 42,025 
51,076 
55,696 
62,500 
41,209 
25,921 
23,104 
40,804 
20,449 
28,561 
47,524 

7,921 
61,504 
25,600 
30,625 
50,176 
25,281 
19,044 
24,964 
37,63h 
51,984 
34,969 
31,329 
?6,100 
31,684 
26,896 
18,225 
21,609 

9,216 
34,969 
65,536 
2h,569 
32,761 
3,481 

S3,532,617 
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s=J 395;;;17 - (182.57)* 

S =44.66 

As can be seen, the standard deviation of these values is $44.66. 

The standard deviation of the sample means, or the standard 
error (Ey), 
deviation. 

can be calculated easily from the universe standard 
The computation (assuming sample size n equals 30) is 

E,=S 

E- = 44.66 
yv56 

E;; = 8.154 

Even before a large sample is drawn, we can say that the 
chances are about 2 in 3, or the probability is approximately 68 
percent, that the sample mean will lie within one standard error 
of the true mean. Likewise, we can say before the sample is drawn 
that the chances are approximately 19 in 20, or the probability is 
approximately 95 percent, that the sample mean will lie within two 
standard errors of the true mean. In general, these statements 
will be true regardless of the shape of the universe distribution, 
if the sample size is at least 30 items. 

The question that may be asked is, What good is this? The 
evaluators do not know what the true mean and standard deviation 
are. If they did, they would not have to sample. The answer is 
that we take a sample from the universe of values and calculate 
the sample mean and sample standard deviation. We then let the 
sample standard deviation represent the universe standard 
deviation to calculate the sampling error. In chapter 3, we 
calculated a standard deviation of 548.71 for our sample of 30 
small purchase orders. The estimated sampling error is then 
computed: 

E- = 48.71 
yv36 

E,= 8.89 

Thus, the sampling error of the mean, estimated from the sample, 
is $8.89. Note that the size of the sampling error is inversely 
proportional to the square root of the sample size. The larger 
the sample, the smaller the sampling error. 
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Once we have computed the sampling error, we can say the 
estimated mean calculated in chapter 3 is $182.30 with a sampling 
error of $8.89. How closely does this estimate the true mean? We 
know that if a large number of samples is taken, approximately 68 
percent of the sample means will be within one sampling error of 
the true mean. Thus, the probability is approximately 68 percent 
that our sample mean is within one sampling error of the true 
mean. From these statements, we can infer that the true mean is 
within one sampling error of the sample mean. 

The sample gives us an estimate of the true mean, and the 
sampling error tells us how precise the estimate is, Although we 
can say before the sample is drawn that the probability is 95 
percent that a sample mean will be within two samplinq errors of 
the true mean, we cannot say the probability is 95 percent that 
the true mean is within two sampling errors of the sample mean 
after drawing the sample and commuting the estimates. Either the 
true mean is included within the interval qiven'above, in which 
case the probability is 7, or the true mean is not included in the 
interval, in which case the probability is zero. 

Statements such as "68 percent of the sample means are within 
one sampling error on either side of the true mean" and "9s 
percent of the sample means are within two samplina errors on 
either side of the true mean" are known as "confidence 
statements." The confidence level to be used is set hv manaaement 
or the evaluators, and they base it on the risk they are willing 
to take that the sample estimate may miss the mark. If management 
is willing to take a S-percent risk of being wrong, for example, 
the confidence level should be set at 95 percent. If manaqement 
sets the risk of beinq wrong at 1 percent, the confidence level 
should be set at 99 percent. 

Table I.4 

Table of t FaCtOrS 

Confidence 
level as 4 

xultiplier for 
sampling error 

(t factor) 

50 Il.6745 
68 1.000 
80 1.282 
90 1.645 
95 1.960 (or 2) 
99 2.578 
99.73 3.000 

The person who does the sampling then selects the proper t 
factor for the specified confidence level and multipl.ies it by . the sampling error to get the maximum possible difference between 
the sample mean and the true mean for that confidence level. 
(Some t factors are shown in table I'. 4.) The t factors are based 
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on the normal distribution, which describes the variability in 
sample means of larse size samples. For this example, at 
68-percent confidence the t factor equals 1, so the samplins 
error is $8.89. At 95percent confidence, the samplins error 
equals 1.96 times $8.89, or $17.43. 
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A COMPREHENSIVE DESCRIPTION 

OF SAMPLING PROCEDURES 

APPENDIX II 

This appendix, an extension of the material in chapter 6, 
provides a comprehensive description of sampling procedures, 
problems that may confront the sampler, and methods for overcoming 
these problems. We have attempted to make this material as 
comprehensive as possible, but it obviously cannot cover every 
situation that may be encountered nor does it cover every method 
of random selection. 

RANDOM NUMBER SAMPLING 

As mentioned in chapter 6, random number sampling is, in its 
simplest form, a procedure by which a quantity of random numbers 
equal to a specified sample size is selected from a universe of 
random digits, called a "table of random digits," and then matched 
against the serial numbers, stock numbers, transaction numbers, 
or the like that have been assigned to the sampling units in the 
universe of interest. The sampling units having numbers that 
correspond to the selected random numbers constitute the sample. 

Although the description of the procedures to be used in 
various situations makes the use of random number sampling seem 
tedious, the work can be done quite quickly by relatively 
inexperienced personnel once they understand the procedures. The 
major pitfalls are the failure to define the universe correctly 
and to ensure that the sample is drawn from the entire universe. 

A table of random digits is a universe of thousands of digits 
from 0 through 9 and is generated by electronic or electromechan- 
ical procedures designed to ensure that all the digits have an 
equal probability of being generated, regardless of which digit 
was previously generated. The random digits are printed in tables 
in the same order in which they are generated. Thus, we can use 
the tables to select any required sample with complete assurance 
that the sample was drawn at random. 

The best known tables of random digits are 

o Interstate Commerce Commission (ICC), Bureau of Transport 
Economics and Statistics, Table of 105,000 Random Decimal 
Digits (Washington, D.C.: 1949), and 

o Rand Corp., A Million Random Digits (New York: Glencoe 
Free Press, 1955). 

Table II.1 contains excerpts from the ICC publication. Note 
*that the digits are printed in groups of 5 with 14 columns to the 

page and that each line has a unique number. (In the whole table, 
the line numbers go from 1 to 1,500.) Thus, any group of five 
digits can be located by the line number and the column number. 
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“‘able 11.1 

Random Decimal Digits 

(5) !6) (7) (8) (9) 

801 33993 51249 78123 16507 57399 77922 38198 63494 00278 30782 33119 64943 17239 69020 
802 39041 05779 74270 75301 01779 60768 22023 07510 67883 55288 67391 54188 31913 29733 
803 56011 26839 38501 03321 43259 73148 43615 49093 91641 77179 50837 48734 85187 41210 
804 07397 95853 45764 43803 76659 57736 44801 45623 23714 69657 87971 24757 94493 78723 
805 74998 53337 13860 89430 95825 65893 96572 73975 19577 87947 23962 78235 64839 73456 

806 59572 95893 69765 43597 90570 60909 06478 77692 30911 08272 81887 57749 02952 51524 
807 74645 13940 28640 00127 04261 17650 34050 78789 57948 36189 88382 72324 59253 30258 
808 42765 23855 38451 11462 32671 52126 23800 02691 57034 34532 19711 71567 90495 55980 
809 66561 56130 30356 54034 53996 98874 78001 29707 91938 72016 16429 69726 41990 33673 
810 50670 13172 31460 20224 34293 59458 24410 01366 68825 22790 52873 18370 15577 63271 

611 53971 08701 38356 36149 10891 05178 55653 31553 20037 39346 28591 13505 04446 92130 
812 47177 03085 37432 94053 87057 61859 97943 81113 62161 11369 54419 58886 89956 12857 
813 41494 89270 48063 12253 00383 96010 41457 54657 46881 75255 29242 07537 53186 95083 
814 07409 32874 03514 84943 74421 86708 34267 66071 62262 99391 61245 95839 75203 93984 
815 03097 12212 43093 46224 14431 15065 18267 60039 62089 38572 70988 17279 05469 28591 

816 34722 88896 59205 18004 96431 41366 50982 92400 59369 43605 26404 04176 05106 08366 
817 48117 83879 52509 29339 a7735 97499 42840 81449 80024 81312 59469 91169 70851 90165 
818 14628 89161 66972 19180 40852 91738 23920 75510 32041 13411 61334 52386 33582 72143 
819 61512 79376 88184 29415 50716 93393 96220 82277 64510 43374 09107 28813 41848 08813 
820 99954 55656 01946 57035 64418 29700 99242 42586 11583 82768 44966 39192 82144 05810 

821 61455 28229 82511 11622 60786 18442 36508 98936 19050 51242 33045 54218 21720 87812 
822 10398 50239 70191 37585 98373 04651 67804 84062 27380 75486 63171 24529 60070 66939 
823 59075 81492 40669 16391 12148 38538 73873 68596 25538 83646 61066 45210 24182 18687 
824 91497 76797 82557 55301 61570 69577 23301 31921 09862 73089 69329 41916 41165 34503 
825 74619 62316 80041 53053 81252 32739 65201 92165 93792 30912 59105 76944 70998 00317 

026 12536 80792 44501 12616 49740 86946 41819 85104 25705 92481 95287 61769 29390 05764 
827 10246 49556 07610 59950 34387 70013 64460 96719 43056 24260 23303 19863 43644 76986 
828 92506 24397 19145 24185 24419 70118 42700 54311 95989 08402 77608 98356 47034 01635 
829 65745 27223 22831 39446 65808 95534 03348 11435 24166 62726 99878 59302 81164 08010 
830 01707 04494 48168 58480 74983 63091 81027 72579 67249 48089 34219 71727 86665 94975 

831 66959 80109 88908 38757 
832 79278 02746 50718 90196 
833 11343 22312 41379 22297 
034 40415 10553 65932 34938 
835 72774 25480 30264 08291 

80716 
28394 

36340 30082 43295 37551 18531 43903 94975 
82035 03255 39574 41483 12450 32494 65192 
78729 65082 57759 79579 41516 46240 37340 
39262 95828 98617 27401 50226 17322 44024 
22281 51434 66771 20118 00502 07736 31841 

31049 
54772 

71703 
43977 
93796 

34631 
23133 
90200 

19033 
97431 
88164 
57899 
46348 

836 75886 86543 47020 14493 38363 64238 16322 45503 90723 35607 43715 85751 15888 80645 
037 64628 20234 07967 46676 42907 60909 73293 38588 31035 12226 37746 45008 43271 32015 
838 45905 77701 98976 70056 80502 68650 24469 15574 40018 90057 96540 47174 03943 37553 
839 77691 00408 64191 11006 39212 26862 99863 58155 66052 96864 61790 11064 49308 94510 
840 39172 12825 43379 57590 45307 72206 53283 75682 93451 44830 06300 45456 49567 51673 

841 67120 01558 99762 79752 17139 52265 97997 66806 55559 62043 51324 32423 88325 99634 
042 88264 85390 92841 63811 64423 50910 38189 88183 56625 22910 58250 70491 71111 37202 
843 78097 59495 45090 74592 47474 56157 88287 47032 66341 38328 70538 91105 120% 36125 
844 41888 69798 82296 09312 04150 07616 34572 83202 58691 27354 37015 11278 49697 65667 
845 46610 07254 28714 18244 53214 39560 68753 16825 48639 38228 95166 53649 05071 26894 

846 
847 
848 
849 
850 

- 

29213 42101 25089 
38601 25735 04726 
92207 10011 64210 
30610 13236 33241 
74544 72806 62236 

11881 
36544 
77096 
68731 
65685 

---- 

77558 72738 57234 28450 74313 29665 97366 94714 48704 07033 
67842 93937 68745 62979 97750 28293 75851 08362 71546 17993 
00011 79218 52123 29841 76145 82364 55774 15462 44555 26844 
30955 40587 45206 11949 28295 12666 98479 82498 49195 46254 
37996 00377 59917 91100 07993 15046 51303 19515 25055 56386 

--- 

(1) (2) G, 
-- 

0 
-- ___--__-_--_-___-__---- 

(10) (11) (12) (13) 
-- 

(II) 

source : Interstate Commerce Commission, Bureau of Transport Economics 
and Statistics, Table of 105,000 Random Decimal Digits 
(Washinqton, D.C.: 1949), p. 17. 
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(Table II. 1 continued) 
-----------I--- -__-_-_ I___--- _____-~--~----------------_____ 

(2) (3) (4) (5) (6) (7) (8) (9) (101 (11) (12) (13) (14) 
----_- --- _________-__________--------- ---- ---_______________--_ - -____-__--- 

1 
851 76385 05431 82252 79850 31192 86315 75612 59985 76421 39300 64976 27951 17855 02220 
852 08059 15958 10514 86124 29817 19044 03555 80725 67857 31395 68780 16560 79952 41739 
853 30636 03463 50326 69684 38422 59826 47858 90601 50834 88109 43882 15687 06212 19886 
854 23794 51463 67574 48953 73512 46239 10953 04622 60650 35048 34705 90502 31011 81004 
855 01117 60216 29314 65537 84029 00741 40851 96344 13861 43421 57107 60813 06877 52161 

856 29527 19577 01414 35290 70174 37019 80223 62206 22928 63414 03940 02188 20345 13183 
857 64236 24229 17970 92022 64164 17873 41189 28240 60697 26495 87634 75899 09741 84939 
858 9233 I 30325 61918 71623 38040 51375 91127 93903 83715 93244 04366 57679 70829 90088 
859 93454 37190 23790 40058 03758 01774 90696 81674 53791 15559 42798 46892 57960 06575 
860 17101 42181 45798 68745 24190 16539 32330 21732 65547 94356 38651 35102 16327 17886 

861 30742 93358 95730 52535 34404 76057 21325 87526 93020 94861 83865 61393 89645 00773 
862 02472 01280 67106 47893 93551 76697 56598 67982 77316 33312 58893 69370 59118 95277 
863 80718 72187 G7178 77179 06212 37409 48788 68930 21672 88783 59304 82369 19410 93050 
864 85406 73687 02116 57637 94701 46754 54019 96344 72780 47764 57490 21321 29075 40086 
865 00563 671% 88141 13491 92592 35746 72117 37593 93343 78271 75915 a5972 58615 71755 

866 89190 58965 55213 24337 58807 36123 09235 95541 96979 03336 34380 66288 98659 46572 
867 01438 81590 83758 45361 76209 65081 34785 68423 04408 73827 78494 02765 46174 83192 
868 79127 53282 50510 80129 23960 78423 31988 78571 79458 95043 23997 97528 21631 63898 
869 33952 92823 32840 94420 51193 69652 04332 81675 64644 68673 33718 02256 34414 87710 
870 57146 14126 71734 56942 83371 31526 13444 11912 03152 66411 42853 08437 35667 26251 

871 33158 61761 73207 01764 81696 55137 41834 81860 81310 14711 36599 78042 62086 41752 
872 63615 69083 00118 47991 99521 88655 94451 67445 99377 75528 40794 30140 82298 85868 
873 89010 46915 70186 55657 76955 25430 91951 56473 34225 68103 25353 89595 04715 20102 
874 32547 43398 30909 62599 53105 27460 56734 41954 47696 82113 38508 88941 49983 36899 
875 61992 28258 27359 61002 16882 44018 85376 66756 14395 66865 67036 78374 43612 44134 

876 78326 74541 22198 48380 45919 76160 10974 03127 58980 18350 22089 54977 94019 84739 
877 35493 53008 78622 38329 27611 12327 52541 00861 62380 65890 79729 99710 64836 43706 
878 19130 59917 28850 76593 02389 80759 18481 02724 57578 35705 89265 25033 13767 95888 
879 00317 05769 03497 42174 32653 23663 29569 36342 85908 29572 60063 41170 59957 14755 
880 84122 36454 70776 17000 83017 07027 98058 41274 22476 27436 30798 62287 21235 00249 

881 
882 
883 
884 
885 

76320 
09234 
16206 
04071 
97545 

32120 91585 39640 23470 86000 68204 23980 17625 53197 35128 76385 02848 61680 
36233 94404 42812 39210 25967 12232 38195 16649 96739 64610 96067 89561 15772 
70598 95378 70573 42636 53862 81334 65439 28858 07619 59608 61460 00581 43226 
51662 67884 73911 08708 66287 89261 73451 81146 77733 70162 42449 44755 56401 
87732 83795 38027 90239 80044 64677 47912 82144 85918 93508 05816 57549 74831 

886 53253 56120 42720 25660 36921 30891 42042 80370 97880 62507 01218 19202 22323 8136: 
887 66817 18439 53188 35155 24309 88284 74644 25454 19606 61460 52684 36568 68108 4565: 
888 28077 26409 11443 22200 23129 32407 52401 78416 63693 35633 77724 86835 89829 8138: 
889 18889 00291 13701 12401 26466 67700 55805 63818 16067 95185 97241 66126 16774 3934: 
890 10598 64974 66296 33329 30560 73380 94905 04959 80213 14228 97242 94826 64216 37466 

891 18656 81152 45498 14400 92435 67664 86229 74358 76537 87066 42293 91743 49462 42806 
892 79044 10440 25777 05486 65659 22183 82080 04351 19530 49941 29181 34667 28910 7092: 
893 74042 20365 42672 34850 60670 56980 88333 75288 64996 26913 62379 55068 91239 8575: 
894 87249 06640 09090 03242 68467 85678 23411 53443 19526 03205 29261 36061 34325 03761 
895 82839 52537 00518 60559 43669 44297 75071 17146 35492 60718 38106 06409 75657 6601: 

896 
897 
898 

07749 62249 01611 43795 17129 44447 95197 25088 22150 54427 11578 77560 26460 5500; 
37171 34598 87234 28324 85927 23465 80833 62872 40826 10066 64858 33605 24848 3088' 
55432 45030 85336 49128 40487 63959 25879 60415 26744 38584 51543 17333 47300 1383d 
43658 35437 83506 11209 24770 87123 21494 85056 56630 75919 26005 90077 50380 0926' 899 

900 159536 79475 04874 50831 16996 04750 02246 08846 82410 50997 45824 55547 08168 16671 
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The digits are printed in groups of five merely to make the table 
easier to read. The evaluator may read down the columns or across 
the rows, whichever is more convenient. If the number to be 
selected consists of fewer than five digits, the evaluator may 
read from either the left or right edge of the group of five. If 
the numbers to be selected consist of more than five digits, the 
digits in one group of five can be combined with the digits from 
one or more adjacent groups to form a number with the required 
quantity of digits. It is extremely important that decisions 
about the combination of digits, about whether to read from the 
left of the group or the right, and about what to do when the 
bottom of the page is reached be mide before the selection process 
is begun and followed consistently throughout. 

Locating a starting point in a random 
decimal diait table 

Take care to avoid starting at the same place each time the 
table of random digits is used and to avoid a purposive selection 
of random numbers. There are two basic methods of locating a 
random startinq place in the table. 

1. The simplest method is to start at the beginning of the 
table the first time it is used and mark lightly through each 
group of digits read. The next time the table is used, start with 
the first group of digits immediately following the last group 
lined through. Continue this process until the entire table is 
used up. At that point, reading can start again at the beginning 
of the table. 

2. More complex is the so-called "random stab" method, in 
which the table pages are allowed to fall open and, without 
looking, the evaluator stabs the page with a pencil point and 
begins with the digit closest to it. 

A refinement of the random-stab method is to locate the 
starting point by two stabs of the pencil. On the first random 
stab, read down the column closest to the pencil point, reading 
either the four lefthand digits or the four righthand digits, 
until a number between 0001 and 1,500 is reached. This becomes 
the line number of the starting place. Then allow the table to 
fall open again at random, make a second random stab, and again 
read down the column closest to the pencil point, reading either 
the lefthand digits or the two righthand digits, until a 
number between 01 and 14 is reached. This becomes the column 
number of the starting point. 

Determining the proper quantity 
of diuits to read 

Random number sampling can be used most conveniently if the 
sampling units in the universe are already numbered or can be 

92 



'APPENDIX 11 APPENDIX II 

numbered easily. However, actual physical numbering of the 
sampling units is not necessary if their location can be 
established by counting (e.g., lines in a ledger or folders in a 
file drawer). 

Suppose you want to select a sample of 50 documents from a 
universe of documents numbered from 1 through 360. After 
locating the starting point in the table and deciding which way 
to proceed through the table and whether to read the digits from 
the left or the right, record the first 50 numbers from 001 
through 360. Note that because you are selecting three-digit 
numbers, you must always read three digits at a time. The lowest 
number eligible for inclusion in the sample is the three-digit 
group 001. Disregard the number 000 and all numbers greater than 
360. If you are sampling without replacement--that is, including 
an item in the sample only once (which is usually the case in GAO 
work) --do not use random numbers that duplicate a number 
previously selected. Instead, use the next available random 
number from 001 through 360. 

If the 360 documents in the universe are not numbered but a 
numbering system can be established by counting the documents, 
almost the same procedure can be used. The only difference is 
that the random number selected corresponds not to the document's 
number but to its location in the file, ledger, or list (e.g., the 
3rd, 8th, or 25th). 

To select a sample of 100 items from a universe numbered 458 
through 15,936, select the first 100 five-digit numbers from 00458 
through 15,936. Numbers less than 00458 or from 15,937 to 99,999 
and numbers that duplicate previously selected numbers are 
disregarded. 

Examples of random number sampling 

Suppose you want to select 20 numbers between 1 and 89. 
Assume that the starting point is page 17, line 836, column 6, of 
the ICC table. Because 89, the highest number, is a two-digit 
number, you must read, two digits at a time, all combinations of 
digits between 07 and 89. If you choose to read the left pair of 
digits in the five-digit groups, start with 64238, read down the 
column to the bottom of the page, go to the top of column 7 and 
down that column to line 809, and finish with group 78001. Thus, 
you read numbers 64, 60, 68, 26, 72, 52, 50, 56, 07, 39, 72 (not 
used because already selected), 93 (not used because outside the 
specified range), 79, 40, 00 (not used because outside the 
specified range), 38, 22, 43, 44, 96 (not used because outside the 
specified range), 06, 34, 23, and 78. 

. If you choose to read the right pair of digits and proceed 
through the table in the same manner, you read numbers 38, 09, 50, 
and so on. 
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Suppose you want to select 150 vouchers from a group of 
vouchers numbered 23,427 through 28,965. Two possible methods of 
simplifying the random number selection in this type of situation 
follow: 

1. Subtract the lowest numher (23,427) from the highest 
number (28,965), obtaining 5,538. Select 150 random 
numbers from 0000 through 5,538, skipping all numbers 
from 5,539 through 9,999. Add 23,427 to each of the 150 
random numbers selected to obtain the numbers of the 
sample vouchers. 

3 . . Select 150 four-digit numbers from 3,427 through 8,965. 
Add 20,000 to each number selected to obtain the sample 
voucher numbers. 

Recording selected random numbers 

Random numbers should be recorded in a manner that will 
simplify arranging them in numerical sequence for identifying 
duplicate numbers and locating the sample items. The best way to 
do this is to record the random numbers on index cards or on a 
work sheet like the one in figure II.1 

[Jsing index cards 

To use index cards, number the cards in advance, from 1 
through the total quantity of items required for the sample, plus 
some extra cards to substitute for duplicate random numbers. 
These assigned numbers become the order of selection of the random 
numbers. As each eligible random number is read from the table, 
it is entered on one of the numbered index cards. The cards are 
kept in the order of their assigned numbers, and the extra cards 
are kept separate from the cards for the original sample and in 
their order of selection. After random numbers have been entered 
on all the index cards, so,rt the original cards into the numerical 
sequence of the random numbers to help identify duplicates. When 
a duplicate card is discovered, insert the extra card with the 
lowest previously entered number in the pack of oriqinal cards in 
the proper sequence of its random number, if it does not duplicate 
a random number in the original pack. If the random number on the 
extra card duplicates a random number previously selected, 
substitute the next extra card in order of selection. The 
duplicate original card can be either removed from the pack or 
retained and clearly identified as a dunlicate. Repeat this 
procedure until all duplicates in the original pack have been 
identified and replaced by extra cards. 

You will now have a numerically sequenced set of unduplicated 
random numbers equal to the specified sample size. Furthermore, 
since the order in which each random number was selected is also 
entered on the card, arranging the cards into their selection 
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Figure 11.1: Random Number Selection work Sheet 

Random Number Selection Work Sheet 
Source: 
Start: Page.--, Line -, Cal.-. Stop: Page-, Line -, Cal .- I 

Hundreds Thousands r 
0 1 2 3 4 5 6 7 8 9 

0 

1 

2 

3 

4 

5 

6 

7 

8 

g I I I I I I I I I I 
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order, if necessary, is a simple matter. Any remaining extra 
cards can be discarded or retained for later use if ineligible 
items or refusals come up in the sample or other problems occur. 

Using a work sheet 

Another system for recording random numbers in order to help 
sort them into numerical order and identify duplicates is to enter 
the numbers as they are selected on a work sheet like the one in 
figure 11.1. This work sheet will accommodate random numbers from 
0 through 9,999. 

The work sheet should identify as the "source" the title of 
the table or document from which the random numbers were 
selected. Also, the work sheet heading should show the places in 
the table of random digits where selection began and ended. The 
row captions identify the digits in the thousands position, and 
the column headings show the digits in the hundreds position. 
Enter the random numbers read from the table into the boxes formed 
by the intersection of the appropriate rows and columns. For 
example, enter random numbers between 0000 and 0099 in the box 
formed by the intersection of row 0 and column 0; random numbers 
between 0700 and 0799, in the box formed by the intersection of 
row 0 and column 7; and random numbers between 8,000 and 8,099, in 
the box formed by the intersection of row 8 and column 0. Since 
the first two digits of every number entered on the work sheet can 
be easily determined from the row and column numbers, only the 
last two digits of each number need be entered. 

If you use the work sheet as shown in figure II.2, duplicate 
random numbers can be easily identified as soon as they are 
recorded. Circle such duplicates to indicate that they duplicate 
a random number previously selected and are not to be used. 

This type of work sheet can be adapted to record three-digit 
random numbers by letting the rows define the digits in the 
hundreds position and the columns define the digits in the 
tens position. For recording two-digit random numbers, the row 
can be eliminated and the columns used to define digits in the 
tens position. 

We can illustrate the use of the work sheet for the selection 
of 50 random numbers from 3,427 through 8,965. The starting point 
is page 17, line 801, column 7, of the ICC table. Select eligible 
random numbers from the four lefthand digits in each column, 
reading down the column to the bottom of the page and then to the 
top of the next column, and so on. 

Note that since only numbers between 3,427 and 8,965 are 
a eligible for selection, the work sheet does not have rows 0, 1, 2, 

and 9 and that columns 0 through 3 of row 3 have been crossed 
off. This is to prevent needless writing. When numbers less than 
3,400 or greater than 8,999 are encountered in the table, they 
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Figure 11.2: Random Number Selection Work Sheet 
Used for Selecting 50 Random Numbers 

Random Number Selection Work Sheet 

Source: 
Start: Page-, Line -, Cal.-. Stop:Page-, Line -, Cal .- 

rhousands Hundreds 

0 1 2 3 4 5 6 7 8 9 

85 50 19 57 
* 18 

3 57 

45 84 61 80 20 09 
81 70 29 62 

4 58 

98 43 12 28 65 65 23 91 
31 

5 

03 49 46 20 07 80 75 
08 74 

6 59 

57 87 51 69 00 
29 78 

7 97 

02 27 06 10 28 
11 

0 44 
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should be ignored. Numbers between 3,400 and 3,426 and between 
8,966 and 8,999, if encountered, may be entered in the proper 
boxes and lined through later to indicate they are outside the 
range of eligible numbers. (They need not be recorded at all, but 
there is little point in remembering the exact cutoff points while 
reading numbers from the table.) 

In reading through the table, the first set encountered is 
3,819. This number is within the specified range and is recorded 
by writing 19 in the box formed by the intersection of row 3 and 
column 8. The next number is 2,202; it is obvious that this 
number is outside the specified range, because this work sheet 
does not have a row 2. The next number is 4,361, which is 
recorded by writing 61 in row 4, column 3. This procedure is 
continued until 50 eligible random numbers have been selected. 
NQte that in row 3, numbers 3,405 and 3,426 are lined through 
because they are less than the lowest eligible number, which is 
3,427. 

If you had read any duplicates from the table, you would have 
recorded them in the appropriate box and circled them to identify 
them as duplicates. The random numbers can be sorted into 
ascending numerical order by simply sorting the relatively few 
entries in each box in ascending order. 

Special problems in random number sampling 

Certain situations present special problems in random 
sampling. If these problems are anticipated through careful 
research into the characteristics of the numbering system, they 
can usually be resolved with little difficulty. 

Gaps in the numbering system 

Occasionally, a numbering system has gaps in it; that is, 
certain blocks of numbers are not used. When selecting random 
numbers from a universe numbered in such a manner, simply ignore 
random numbers that correspond to the gaps. These are the 
equivalent of out-of-range numbers. 

For exampl.e, assume that a sample of 20 documents is to be 
drawn from a universe of documents numbered from 1 to 95. 
However, the numbers 1 through 9, %5 through 29, and 40 through 49 
are assigned to a class of documents not to be reviewed. For all 
practical purposes, this universe really consists of documents 
numbered from 10 through 24, 30 through 39, and 50 through 95. 

Selection starts on page 17, line 812, column 7, of the ICC 
table. If we read the two righthand digits, going down the 

m column, the following numbers are obtained: 43 (ineligible), 57, 
67, 67 (duplicate), 82, 48 (ineligible), 20, 20 (duplicate), 42 
(ineligible), 08 (ineligible), 04 (ineligible), 73, 01 
(ineligible), 01 (ineligible), 19, 60, 08 (ineligible), 48 
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(ineligible), 27 (ineligible), 82 (duplicate), 55, 82 (duplicate), 
28 (ineligible), 34, 22, 93, 69, 63, 83, 97 (ineligible), 89, 87, 
72, 53, 34 (duplicate), 45 (ineligible), and 23. The sample would 
consist of documents 19, 20, 22, 23, 34, 53, 55, 57, 60, 63, 67, 
69, 72, 73, 82, 83, 87, 89, 93, 94. 

Caution should be taken in that gaps in the numbering system 
sometimes indicate that various groups of items have been assigned 
different blocks of numbers because the characteristics of the 
groups have important differences. If so, it might be advisable 
to define each group as a separate universe. Always investigate 
this possibility before proceeding as if there were only a single 
universe. 

Ineligible items 

Occasionally, certain items not eligible for inclusion in the 
sample are not identified until they have actually been examined. 
Some of the random numbers may correspond to documents that have 
been voided, to inventory times that are no longer stocked, and 
the like. Or certain types of items or entries may not be of 
interest. For example , payment and receipt entries may be 
intermingled when only payments are to be sampled. 

If you were unaware that certain items would be ineligible 
for inclusion in the sample, you would use up the random numbers 
before finding a sufficient quantity of eligible items. To obtain 
the specified sample size, select additional random numbers, plus 
some extras to allow for additional ineligible items. 

However, the most efficient approach to this problem is to 
estimate in advance the proportion of usable items, if not already 
known, by scanning a list of the universe items (if available), 
taking a small preliminary sample of the items, or questioninq 
agency officials. The estimated proportion of eligible items is 
then divided into the requ,ired sample size to determine the 
quantity of random numbers to be selected; that is, the required 
quantity of random numbers equals the specified sample size 
divided by the proportion of usable items. 

Assume that in a review of travel vouchers, a sample of 300 
vouchers involvinq reimbursement for the use of personally owned 
vehicles will be required. From a small preliminary sample, the 
evaluators estimate that the proportion of vouchers with mileage 
claims is about 75 percent, or 0.75. The required quantity of 
random numbers is calculated as 300 divided by 0.75, or 400. 

After the items corresponding to the random numbers have been 
examined, the actual sample of eligible items may differ from the 

m specified sample size. A rule of thumb is that differences of 
less than 10 percent of the specified sample size can be ignored. 
If the difference is 10 percent or greater, compute the quantity 
of additional random numbers to be selected as follows: 
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1. Determine the actual proportion of eligible items in the 
first sample by dividing the quantity of random numbers 
selected into the quantity of eligible items found. 

2. Divide this proportion into the quantity of additional 
eligible items needed to determine the quantity of 
additional random numbers required. 

If, in the travel vouchers example, the first sampling 
operation found only 220 vouchers containing mileage claims among 
the 400 vouchers examined, the proportion of eligible documents 
would be 220 divided by 400, or 0.55. Since 80 additional 
vouchers with mileage claims would be needed to obtain a sample of 
300 eligible documents, the quantity of additional random numbers 
to be selected would be 80 divided by 0.55, or about 145. 

If the sample of eligible items is larger than required, the 
sample size can be reduced by using one of the techniques 
described in the last section of this appendix. 

Selecting random letters or months 

Sometimes it is necessary to select a series of random 
letters or random months to draw a random sample. Some 
publications (such as Arkin, 1984) contain tables of random 
letters and random months. However, if such tables are 
unavailable, the problem of selecting a group of random letters 
can be easily resolved by selecting a group of random numbers from 
1 to 26 from a table of random digits and assigning the letters of 
the alphabet that correspond to the numbers selected, such as A 
for 1, B for 2, and C for 3. Similarly, random months can be 
selected by selecting random numbers from 1 to 12 and assigning 
the months corresponding to the numbers selected. 

Compound numbering sys terns 

Sometimes numbering systems use a letter as a prefix or 
suffix to the digits in a number. This is referred to as a 
"compound numbering system," of which there are two types: the 
quantity of items is the same for each letter or the quantity of 
items differs for the various letters. 

Same quantity of items for each letter used. Following the 
procedures below will produce an unduplicated random sample drawn 
from a single universe. Assume that a sample of 20 items is 
required from a universe numbered as follows: 

A-0001 to A-5,000 
B-0001 to R-5,000 
c-0001 to c-5,000 
through 
z-0001 to z-5,000 

There are 5,000 items for letters A through Z. 
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The first step is to select 20 random numbers from 0001 to 
5,000, plus some extras, say 5. Record the random numbers, 
including the extras, in the order in which they were selected, 
keeping the extras separate. Duplicate numbers should not be 

c  - 

eliminated at this point. The second step is to select 25 random 
letters from A throuqh Z. Do not eliminate duplicates. Assume 
that a selection of 25 four-digit random numbers and 25 random 
letters yields the results shown in table 11.2. 

Table 11.2 

Selecting Random Numbers and Random 
Letters in Compound Numbering Systems 

with the Same Quantity of Items 
for Fach Letterd 

order of Random 
selection letter 

1 M 
2 11 
3 .J 
4 X 
5 Y 
6 I< 
i 0 5 

9 " 
10 A 
11 Y 
12 K 
13 R 
14 F 
15 v 
16 P 
17 Y 
1P R 
19 F 
20 n 

(extras) 

:: N 0 
23 Y 
24 I, 
25 v 

Order of Qandom 
select ion number 

1 3284 
2 1224 
3 n199 
4 0578 
5 12411 
h n75n 
7 n994 
R 2055 
9 4038 

in 4976 
11 4815 
12 2751 
13 1946 
14 2814 
15 2055 
16 1944 
17 1240 
IA 4684 
19 1353 
2n 2021 

(extras) 
?1 1959 
22 1644 
23 4768 
?4 3612 
25 1347 

aAlthouah F, Y, N, 0, and v and 1240 and 
2055 appear more than once, they are not 
eliminated at this steo. 

The random numbers and letters shown in table II.2 were 
deliberately chosen to illustrate the process, and the quantity of 
duplicates has been exaggerated. Normally, it would not be 
necessary to select a quantity of extras equal to 25 percent of 
the original sample. The quantity of extras needed depends on the 
anticipated number of ineligible items (if any) that may be found 
in the sample and the anticipated number of nonresponses in a 
personal interview or questionnaire survey for which evaluators 
may want to substitute other randomly selected sampling units. 
Normally, a quantity of extras equal to 10 percent of the original 

m sample should be enough. 

The third step is to match numbers and letters, keeping both 
in the original order of selection. The results of the matching 
process are illustrated in table II.3 on the next page. 
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Table TI.3 

?latching Random wumbers and Random Letters 
in Compound Numbering Systems 

with the Same nuantity of Ttems for Each Letter 

order of Letter and order of Letter and 
selection number selection number 

1 M-32B4 
2 V-1224 
3 <T-I-l199 
4 X-0578 
5 Y-12AIl 
6 K-0750 
7 s-0994 
8 o-2055 
9 Y-4038 

10 A-4976 
11 Y-4815 
12 K-2751 
13 K-1946 

14 F-2814 
15 Y-2055 
lfi P-1944 
17 Y-1240 
18 R-46R4 
19 F-1353 
2n o-2(121 

(extras) 
21 Y-1959 
22 O-1644 

i: 
N-4768 
L-3612 

25 v-1347 

Table II.4 

Sorting Random Number-Letter Combinations 
in Compound Wumberinq Rvstems 

with the Same Quantity of Items for Each Letter 

Order of Letter and 
selection number 

10 
19 
14 

3 
6 

13 
12 

A-4976 
F-1353 
F-2814 
*J-O199 
K-r)750 
5-1946 
K-2751 
Y-3284 
N-1959 
N-2055 
n-2021 
P-1944 
O-2055 
R-4604 
s-n994 
U-1224 
X-0578 
Y-1240 

21 
15 
20 
16 
17 
18 

7 
2 
4 
5 

-l+ 
9 

11 
Y-4038 
Y-4815 

Pemarks 

Extra; replaces duplicate Y-1240 

Duplicate: replaced by N-1959 

In the fourth step, sort the original 20 number-letter 
combinations into alphabetical-numerical order and eliminate 
duplicates. TJse the extra number-letter combinations, in the 
original order of selection, to replace duplicates. Insert 
replacements into the original group in the proper sequence of 
their number-letter combinations. The sorted list of random 
number-letter combinations is shown in table 11.4. Note that 
extra N-1959 was used to replace the duplicate Y-1240. This was 
the first extra selected. If another duplicate had been 
discovered, extra O-1644 would have been used to replace it, and 
so on. 

. 
Different quantity of items for each letter used. In some 

instances, the number of items is not the same for two or more 
letters of the alphabet. This is a more complicated variation of 
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the situation described above. It is important that the 
procedures described below be followed exactly. 

Assume that a sample of 20 items is required from a universe 
numbered as follows: 

A-0001 to A-5,056 E-0001 to E-4,619 
B-0001 to B-5,397 F-0001 to F-7,691 
c-0001 to c-7,409 G-0001 to G-6,100 
D-0001 to D-4,455 H-0001 to H-S,406 

Although the letters here go up only to H, they could go through 
the entire alphabet or they could start with F and end with Q, for 
example. The lowest number is 0001, and the highest is 7,691. In 
some numbering systems, the lowest number for one or more of the 
groups may be greater than 1; however, the sampling procedure 
remains the same. 

The steps in selecting the sample follow: 

1. Select 20 random numbers, plus some extras, say 10, 
between 0001 and 7,691. Record the random numbers, 
including the extras, in the order of selection, keeping 
the extras separate. Do not eliminate duplicates. 

2. Select 20 random letters, plus 10 extras, between A and 
H. Record the random letters in the order of selection, 
keeping the extras separate. Do not eliminate 
duplicates. 

Assume that the selection of random numbers and letters 
yields the results shown in table IT.5 on the next page. Again, 
the random numbers and letters shown here were deliberately chosen 
to illustrate the process. The quantity of duplicates and 
out-of-bound numbers has been greatly exaggerated. Normally, it 
is not necessary to select a quantity of extras equal to 50 
percent of the original sample; 10 to 15 percent should suffice. 

The next step is to match the letters and numbers, keeping 
both in the original order of selection, producing the results 
shown in table II.6 on the next page. 

Next, sort the original 20 letter-number combinations into 
alphabetical-numerical order. (Keep the extras in the original 
order of selection in a separate group.) Then eliminate two types 
of combinations: (1) those having no corresponding item number 
(that is, the out-of-bounds combinations) and (2) those that 
duplicate a combination previously selected. The eliminated 
original combinations are replaced by eligible extras in their 

r order of selection. 

For example, combination A-7,146 is qreater than the highest 
number for the A group of items. Therefore, replace this 
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Tahle II.5 

Selectino Random Numbers and Random 
Letters in Compound Numberlna Systems 

with a Different Ouantity of Items 
Ear Each Lettera 

Order of 
select ion 

Random 
letter 

Order of Random 
selection number 

1 G 1 6,385 
2 F 2 0718 
3 c 3 2,472 
4 H 4 1,117 
5 P 5 4,236 
6 H 6 2,331 
7 E 7 3,454 
8 C 8 7,101 
9 F 9 0742 

10 C 10 2,472 
11 F 11 0718 
12 B 12 5,406 
13 C 13 0563 
14 G 14 1,438 
15 D 15 3,952 
16 A 16 7,146 
17 A 17 3,158 
18 A 18 3,615 
19 G 19 2,547 
20 B 20 1,992 

textrasl (extras1 
21 F 21 5.493 
22 B 22 oil7 
23 G 23 4,122 
24 F 24 6,320 
25 D 25 6,206 
26 B 26 4,071 
27 C 27 7,545 
28 F 28 3,253 
29 B 29 6,R17 
30 C 30 0598 

aAlthough certain numbers and letters appear 
more than once, they are not eliminated at 
this step. 

Table II.6 

Matching Random Numbers and Random Letters 
in Compound Numberinq Systems 

with a Different Quantity of Items 
for Fach Letter 

Order of 
selection 

Letter and 
number 

1 G-6385 
2 F-071R 
3 C-2472 
4 H-1117 
5 E-4236 
6 H-2331 
7 r-3454 
R c-7101 
9 F-0742 

10 C-2472 
11 F-0718 
12 S-5406 
13 r-0563 
10 G-1438 
15 D-3952 
16 A-7146 

Order of Letter and 
selection number 

17 A-3158 
1R A-3615 
19 G-2547 
2n B-1992 

(extras) 
21 r-5493 
%2 R-0317 
23 G-4122 
24 F-6320 
25 D-6206 
26 R-4071 
27 C-7545 
2R F-3253 
29 S-6R17 
30 C-0598 

e out-of-bounds combination by extra B-0317, the first eligible 
extra in order of selection. Although combination E-5,493 was the 
first extra selected, it is also out of bounds and cannot be 
used. Of the original 20 combinations, R-5,406 is also out of 
bounds and is replaced by extra F-5,320. C-2,472 was selected 
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Table II.7 

Sorting Qandom Number-Letter Combinations 
p in corn oun 

with a Drfferent Wantlty of Items for Each Letter 

Order oE Letter and 
selection number 

17 A-3158 
18 F-3615 

-Hr 
?2 
20 
%fi 
4-s 
13 

3 
-l+ 

8 
15 

7 
5 
2 

-l+ 
9 

28 
24 
14 
19 
+ 
27 

4 
6 

C-0563 
C-2472 

n-3952 
E-3454 
E-4236 
F-0718 

F-0742 
F-3253 
F-6320 
G-1438 
G-2547 

G-Al%2 
H-1117 
H-2331 

Qemarks 

Out of bounds; replaced by B-0317 
?xtra: replaces q-7146 

Extra: replaces duplicate F-071A 
out of bounds: replaced by F-6320 

Duplicate: replaced by G-4122 

nuplicate: replaced by R-4071 

Extra; replaces G-6385 
Extra: replaces R-5406 

Out oE bounds; replaced by F-3253 
Extra: replaces duplicate C-2472 

twice, the third and tenth combinations drawn. The duplicate 
C-2,472 is eliminated and replaced by extra G-4,122, the third 
eligible extra. When used as replacements, the extras are put in 
their proper alphabetical-numerical sequence in the original 
sample. Continue the process until the required quantity of 
unduplicated, within-bounds number-letter combinations has been 
obtained. In this example, all eligible extras except C-0598 are 
used. (Extras E-5,493, D-6,207, C-7,545, and B-6,817 are out of 
bounds and cannot be used.) The final list of number-letter 
combinations appears in table 11.7. 

The use of index cards will greatly simplify the sample 
selection process when numberinq systems of this type are 
encountered. First, number enough cards in serial order 1, 2, 3, 
and up to take care of the original sample plus the extras. 
Keeping the cards in order, select the random numbers and enter 
them on each card in turn; then select the random letters and 
enter them on each card in the same order. Thus, the letters and 
numbers are automatically matched in order of selection. The 
original cards can be easily sorted into alphabetical-numerical 
sequence, duplicate and out-of-bounds number-letter combinations 
can be eliminated, and replacements can be inserted into the 
original pack in their proper sequence. The preassigned serial 
numbers indicate the order of selection. 

Population of items listed in a book 
or on a computer printout 

When items are listed in a book or on a computer printout, a 
random number sample can be drawn by using both the page number 
and the line number. The technique is almost the same as that 
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described above for compound numbering systems, except that the 
prefix is the page number instead of a letter, and the line number 
is the remaining portion of the number. 

For example, assume that the evaluators want to draw a sample 
of inventory items from an 80-page catalog listinq all items in 
stock. The maximum number of items that can be listed on a page 
is 156. Each item in the catalog can be identified by a two-part 
numbering system: the page number (from 1 to 80) and the line 
number (from 1 to 156). To draw the sample, merely select the 
required quantity of random numbers between 1 and 156, plus some 
extras, and the required quantity of random numbers between 1 and 
80, plus extras, without eliminating duplicates. Match the two 
series of numbers in order of selection and sort them into 
numerical order, then eliminate duplicates, out-of-bounds numbers, 
and numbers corresponding to ineligible items (if any). The 
eliminated numbers are replaced by the extras in order of 
selection. The result is a simple random sample from the catalog. 

If the items are printed in two or more parallel columns, 
count the items instead of the line numbers. This procedure can 
also be extended to more complicated numbering systems. For 
example, the numbering system may consist of three groups of 
digits arranged as 10-450-39. The first two digits represent the 
folio or book number, the next three represent the page number, 
and the last two represent the line number. Roth the number of 
pages per book and the number of lines per page can vary. For 
this type of universe, first select a sufficient quantity (plus 
extras) of two-digit numbers for the lines, three-digit numbers 
for the pages, and two-digit numbers for the book numbers. Match 
the numbers in order of selection and replace duplicates and 
out-of-bounds combinations by the extras in order of selection. 

Caution should be taken when sampling from books or computer 
printouts: it is usually incorrect to assume that the same number 
of eligible cases will be listed on each page. 

Periodic serial numbering system 

Some numberinq systems assign numbers serially (1, 2, 3, 
etc.) to documents for a certain period such as a week or a 
month. At the beginning of the next time period, the numbering 
process starts again with the numeral 1. This type of system 
appears to assiqn the same identification numbers to different 
items. If, however, the time periods are assigned numbers 1 
throuqh 12 for months or 1 throuqh 52 for weeks, this type of 
numbering system becomes almost identical to the page-number- 
line-number system, described in the previous section. The number 
of the time period corresponds to the page number, and the serial 

a number corresponds to the line number. Thus, the sample can be 
drawn by the same procedure used for sampling from a book or 
computer printout. The number of items should be expected to 
differ from one time period to another. 
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SYSTEMATIC SELECTION WITH A RANDOM START 

We explained the theory of systematic selection with a random 
start in chapter 6. In this section, we present some detailed 
examples of the procedure, including some unusual situations. To 
use systematic sampling with a random start, assume that you want 
a sample of 200 items from an unnumbered list of 4,500 items. 
Divide the number of items, 4,500, by the specified sample size, 
200, to get 22.5; then drop the digits to the right of the decimal 
point, regardless of whether their value is more or less than 
0.5. This ensures that the sample is at least the required size. 
A sampling interval of 22 results in a sample size of 204 or 205, 
depending on the startinq place. An interval of 23 provides a 
sample of only 194 or 195 items. 

Then, from a table of random digits, select a two-digit 
random number between 01 and 22 as the starting point. Assume 
that this number is 13. Count the items on the list until item 
13, which will be the first sample item, is reached. Count off 22 
more items and take the 35th item for the 2nd sample item; then 
count 22 more items and take the 57th item; repeat through the 
4,479th item. With this method, the entire sample of 204 items 
can be selected without bothering to number the items. 

Consider a second example. Assume that a sample of 180 items 
is required from a list of items numbered serially from 41,001 
through 44,000. First determine that there are no gaps in the 
numbering system--that is, that all the numbers between 41,001 and 
44,000 have been used. Then subtract the first number used from 
the last number used and add 1 to the difference to obtain the 
universe size: 

Last number 44,000 
First number 41,001 

Difference 2,999 
+ 1 

Universe size 3,000 

Divide the universe size, 3,000, by the specified sample size, 
180, to obtain the sampling interval. In this case, the sampling 
interval will be 16, after dropping the digits to the right of the 
decimal point. 

From a table of random digits, select a two-digit random 
number between 01 and 16. Assume that the random number is 05. 
This number equals the last two digits of the serial number of the 
first sample item, so the first sample item is 41,005. 

m 
Then add the sampling interval, 16, to the serial number of 

the first sample item, 41,005, to obtain the serial number of the 
second sample item, 41,021. Continue adding the sampling interval 
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to the serial number of the item previously selected to obtain the 
serial number of the next sample item, until you obtain a number 
larger than the last serial number in the universe. Thus, the 
items with serial numbers 41,005, 41,021 (41,005 + 16), 41,037 
(41,021 + 16), etc., through 43,997 (43,981 + 16) will be 
selected. (The serial numbers of the sample items can be easily 
determined by using an adding machine with a paper tape and taking 
subtotals after addition.) 

Consider a third example. Assume that records in a single 
universe are maintained in four groups numbered as follows: 

Group Assigned serial numbers 

A 
I3 
C 
D 

14,542 through 17,921 
19,055 through 19,988 
22,001 through 23,021 
25,500 through 26,401 

These records are numbered in a broken series. To select a sinqle 
systematic sample from the four groups of records, subtract the 
beqinninq serial number of each group from the ending serial 
number and add 1 to the difference to obtain the total number of 
records in each group. Then add the total numbers of records to 
obtain the universe size for all four groups combined. Assign 
mentally designated serial numbers to indicate the numerical 
seguence of each item in the universe. An example of the 
computation is shown in table I1.R. 

"able 1I.R 

Selecting a Sinale Systematic Sample 
from Four <routs of Records 

Mentally desiqnated 
Serial number NO. Of serial number 

Group Beqlnnlnq @nd lnq records Beainning Endina - - __i 
(1) (2) (l)a (4)'= (5)c 

A 14,542 17,¶?1 3,38n 1 7,38(1 
4 19,055 19,988 934 3,387 n,314 
c 22,001 23,021 l,n21 4,315 5,33< 
n 25,500 26,4Ill 903 5,336 6,277 

h,237 

Jrntry in column 7 = 1 plus entry in column ? minus 
entry in column 1. 

bpntry in column d = 1 olus entry on precedlnq line of 
column 5. 

%ntry In column 5 = entry In column 3 plus entrv on 
orecedlna line OF column 5. 

Wex t , divide the universe size by the required sample size, 
dropping decimals, to obtain the sampling interval. Suppose that 
from the universe of 6,237 records, a sample of 210 records is 

108 



APPENDIX II APPENDIX II 

wanted. The sampling interval will he 6,237 divided by 210, or 
29.7, or 29. 

From a table of random digits, select a two-digit random 
number between 01 and 29. Assume the number is 03. This means 
that the third record will be the first sample item. The serial 
number of the first sample item is determined by subtracting 1 
from the first number in group A and adding the random number 03 
to the difference. The number of the first record selected for 
the sample will be 14,544 (14,542 - 1 + 3 = 14,544). 

Determine the serial numbers of the second and successive 
sample items by adding the sampling interval, 29, to tb- c-.-:-l 
number of each record previously selected. Thus, records with 
serial numbers 14,544, 14,573, 14,602, 14,631, etc., are selected 
from group A. Then determine the serial numbers of the last 
record to be selected from qroup A and the first record from qroup 
B by following the steps described below: 

1. Subtract the serial number of the first record selected 
from the group from the highest serial number assigned 
to that group to obtain the .balance of the group. For 
example: 

Sighest serial number assigned to 
qroup A 17,921 

Less serial number of first record selected 
from group A 14,544 

Balance of the group 3,377 

2. Divide the balance of the group by the sampling interval 
and subtract the remainder from the balance of the group 
to obtain the group difference--that is, the difference 
between the serial numbers of the first and last records 
selected from the group. For example: 

Balance of group'A (3,377) divided 
by sampling interval (29) equals 
116 with a remainder of 13 

Salance of the qroup 
Less remainder 
Group difference 

3,377 
13 

3,364 

3. Add the group difference to the serial number of the 
first record selected from the group to obtain the serial 
number of the last record to be selected from the group. 
For example: 

Serial number of first sample 
record from group A 

Plus group difference 
Serial number of last sample 

record from qroup A 

14,544 
3,364 

17,908 
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4. Subtract the remainder, obtained in step 2 above, from the 
sampling interval to determine the sequence of the first 
record to be selected from the next group. For example: 

Sampling interval 
Less remainder from group A 
Sequence of first sample record to 

be selected from group B 

29 
13 - 

16 

5. Subtract 1 from the lowest serial number assigned to the 
next group and add the sequence obtained in step 4 
to determine the serial number of the first sample 
record to be selected from the next group. For example: 

Lowest serial number in group B 
Less 1 
Difference 
Plus sequence of first sample record 
Serial number of first sample 

19,055 
1 

19,054 
16 

record to be selected from group B 19,070 

To obtain the serial numbers of the sample records in group B 
and the serial number of the first sample record to be selected 
from group C, repeat the procedures described above. For example: 

Highest number assigned to group B 
Less serial number of first record 

selected from group B 
Balance of the group 

19,988 

19,070 
918 

Balance of the group (918) divided by 
sampling interval (29) equals 31 with 
a remainder of 19 

Balance of the group 
Less remainder 
Group difference 

Serial number of first sample record 
from group B 

Plus group difference 
Serial number of last sample record from 

group B 

Sampling interval 
Less remainder 
Sequence of first sample record to 

be selected from group C 

Lowest serial number in group C 
Less 1 
Difference 
Plus sequence of first sample record 
Serial number of first sample record 

to be selected from group C 

918 
19 

899 

19,070 
899 

19,969 

29 
19 

10 

22,001 
1 

22,000 
10 

22,010 
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Use this procedure tihen going from one group to another, continuing 
it through all groups until the entire sample has been selected. 
The actual sample size will be 215 because the.calculated interval 
of 29.7 was rounded downward to 29. 

Sampling by measurement 

If the sampling units are equal-width documents such as punch 
cards, index cards, or sheets of paper, a quick systematic sample 
can be obtained by measurement. This method should be used with 
caution if there is any likelihood that the findings will be 
controversial, because it is impossible to document the sampling 
unit that was actually closest to the ruler's mark. 

Simply measure the total length of the file of records and 
divide this by the desired sample size to obtain a sampling 
interval in inches or fractions of inches. For example, assume 
that you want to select a sample of 160 cards from two file 
drawers, each measuring 2-l/2 feet in length. The steps are as 
follows: 

1. Convert the total length of the two file drawers, or 
2-l/2 ft. + 2 l/2 ft = 5 ft, into inches: 

5 x 12 in. = 60 in. 

2. To obtain the required sampling interval, divide the 
required sample size into the total length of the files: 

60/160 in. = 3/8 in. 

3. Select the sample by laying a ruler on top of the file 
and selecting the cards that are opposite each 3/8-inch 
mark on the ruler. To obtain a random start, place the 
end of the ruler at a randomly selected card between the 
beginning of the file and a point that is 3/8 inch along 
the file. 

Sometimes the sampling interval obtained by dividing the 
sample size into the total length of the universe will not 
coincide with one of the fractional parts of an inch marked on a 
ruler. If this happens, round the sampling interval downward 
to coincide with the closest marking. For example, if the 
quotient obtained by dividing the required sample size into the 
length of the universe were P.65 inch, the sampling interval 
should be 5/S inch (0.625 inch). If the quotient were 1.4 inches, 
the sampling interval should be l-3/8 inches (1.375 inches). This 
sample selection method is much easier to use if a measuring 
instrument in centimeters and millimeters is available. 

When the sample is to be drawn from a large number of items, 
selection by measuring, for all practical purposes, is equivalent 
to systematic selection by counting. Yowever, selection by 
measurement cannot be used if the sampling units are of varying 
widths, because the thicker items will have a greater probability 
of being selected. 
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A similar problem arises in systematic selection by counting 
if the same samplina unit has several cards, folders, and the like 
or appears more than once on a list. When this occurs, all the 
cardsI lists, and so on for the sampling unit must be considered a 
single sampling unit and counted as such; otherwise, these sampling 
units will have a greater probability of being selected than those 
listed once or having only one folder. 

If it is not possible or efficient to combine several lists 
before sampling, alternative procedures may be used. One is to 
sample from each of the lists or sources available. For all 
selected units, check each list to see on how many of the lists 
they are found. Then subsample inversely to the number of times 
found; in other words, take a sample of half of the items on two 
lists, one third of the items on three lists, and so on. If it is 
impossible to determine how many lists a unit is on until the data 
are gathered, the data will have to be weighted to develop 
unbiased estimates.l 

Expanding a systematic sample 

Sometimes it may be necessary to increase the size of a 
systematic sample. The simplest method is to select a quantity of 
additional random starting points between 1 and the original 
sampling interval that will result in a total sample size 
approximately equal to the specified sample size. 

Another method is, in effect, to redefine the universe by 
excluding the items selected in the original systematic sample. 
Using the procedures described above, select from the redefined 
universe a supplementary systematic sample that is approximately 
equal in size to the number of additional sampling units 
required. To make sure that none of the sampling units selected 
for the original sample are counted when locating the random 
starting point and the additional sampling units, identify them 
by check marks, paper clips, or the like. After the supplementary 
sample has been selected, combine it with the original sample and 
consider it to be a single sample in which each unit's probability 
of being selected equals the final sample size divided by the 
universe (n/N). 

Assume that the evaluators have selected a preliminary sample 
of 30 items from a universe of 9,000 items by starting with the 
2nd sampling unit (selected randomly) and taking every 300th item 
thereafter. Identify the sample items by check marks in the list 
from which they were selected. If after analyzing the results of 
the preliminary sample, you decide that the final sample should 

1We are grateful to Seymour Sudman of the University of Illinois, 
Champaign, Ill., for pointing this out. 
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have 400 items, follow these steps to obtain the 370 additional 
items: 

1. 

2. 

3. 

Tf 

Redefine the universe to exclude items selected for the 
preliminary sample and subtract the preliminary sample 
size, 30, from the universe size, 9,000, to obtain the 
size of the redefined universe, 8,970 items. 

Divide the number of items required for the supplementary 
sample, 370, into the redefined universe size, 8,970, to 
obtain the sampling interval for the supplementary 
sample, 24. 

Select a random number between 1 and 24 to determine the 
starting point for the systematic sample from the 
redefined universe. Whatever the starting point may be, 
do not count, but merely skip over, original universe 
items (2, 302, 602, etc.) in selecting the supplementary 
sample. 

it is not practical to identify on the list the items I . . .  

selected for the preliminary sample, a third method can be used to 
expand a systematic sample. Subtract the number of items in the 
original sample from the universe size and divide the difference 
by the number of items required for the supplementary sample to 
obtain the sampling interval. Use this interval to select a 
systematic sample from the original universe, proceeding as if the 
original sample had not been selected. The second sample is 
combined with the original sample, and items from the second 
sample that duplicate items in the preliminary sample are 
eliminated. 

Assume the same situation that existed in the previous 
example, except that when actually going through the universe, you 
are unable to identify readily the items selected in the 
preliminary sample. Follow the procedures below: 

1. Calculate the sampling interval for the supplementary 
sample as 1 in 24, exactly as in the previous 
example. 

2. Select a systematic sample, using the sampling interval 
of 1 in 24, from the entire original universe of 9,000 
i terns, as if the preliminary sample had not been 
selected. The second sample will contain about 375 
items. 

3. Compare the items in the supplementary and preliminary 
samples and eliminate from the supplementary sample the 
items that are duplicates of items selected in the 
preliminary sample. (About 1.3 percent of the items in 
the supplementary sample will be eliminated.) 
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4. Combine the two samples to obtain an unduplicated sample 
of about 400 items, which is the sample size required. 

REDUCING THE SIZE OF A SAMPLE 

Sometimes it is necessary to reduce the size of, or "thin 
out,“ a 
follow. 

1. 

2. 

3. 

sample already selected. Some possible reasons for this 

If the sample was drawn by systematic selection with a 
random start, the universe size may be larger than 
originally estimated and, as a result, the sample may be 
larger than required. 

YOU may discover that it takes longer than anticipated to 
examine a sample item and examining all the items 
selected would take more time than justified by the 
review's objective. 

You may have only a single opportunity to draw the 
sample. To ensure that the final sample will have 
sufficient items, you may select many more items than 
it was estimated the final sample would require. Draw a 
smaller sample, or subsample, from this large sample for 
the preliminary sample. You may also be able to use an 
additional subsample of the large sample as a 
supplementary sample to achieve the final required sample 
size. 

Rasically, thinning a sample is drawing a randomly selected 
subsample of items from a sample that has already been selected. 
All items in the original sample must have equal-opportunity of 
being selected in the subsample. If they do not, the subsample 
will not be representative of the universe. 

One of the simplest methods of thinning a sample is to use 
systematic selection with a random start to select either the 
items to be eliminated or those to be retained. This method will 
work regardless of the procedure used to select the sample and, in 
general, regardless of the sequence of the sample items, unless 
the evaluators suspect that the sequence may cause the 
characteristic beinq measured to recur at regular intervals; This 
can sometimes be detected by inspecting a list of the sample items 
and the corresponding values. If the situation is suspected, use 
random number sampling to thin the sample. 

If the sample items have consecutively assigned 
identification numbers, the sample can be thinned by using 
sampling that is based on randomly selected combinations of 
terminal digits (discussed in chapter 6). 

If random number samplinq was used to draw the original 
sample and the random numbers are still in sequence in the order 
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of selection or can be rearranged into that order, random numbers 
can be eliminated by beginning with the last one selected and 
working back until enough random numbers have been eliminated to 
reduce the sample to the required size. Or start with the first 
random number selected and, working forward, count out a quantity 
of random numbers equal to the required sample size. If the random 
numbers are arranged in any sequence other than the order of 
selection, this procedure cannot be used, unless they are 
randomized by some random procedure that can be documented. The 
numbers must be in some random order, although not necessarily in 
the order of selection. 

Random number sampling can also be used to thin a sample. 
This procedure will work regardless of how the original sample was 
selected or how the sample items are sequenced. Simply use one of 
the procedures in this appendix to select either the items to be 
retained in the sample or those to be eliminated. Selection of 
the random numbers will be easier if the sample items have been 
renumbered consecutively from 1 through the last item in the 
sample. 
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OFTAILS ON STRATIFIED AND CLUSTFR SAWLIT\TG 

This appendix discusses the computatjon of estimates, 
samplina errors, and sample sizes and the allocation of a sample 
amona strata when stratified samplins is used. It briefly 
describes how to construct stratum boundaries and determine the 
optimum number of strata. Tt concludes with a brief description 
of a two-staae, cluster-samnlina problem. 

TYPES OF STFAT.tFTED SAMPLING 

As we noted in chapter 2, in st.ratif ied samolina the sample 
size in each stratum mav be proportional to the total number of 
samplina units in the stratum ("proportional allocation"), or it 
may be disproportional. Examples of hoth kinds of allocation are 
given in this appendix. 

In proportional allocation, the proportional relationship 
between the stratum sample size and the total sample size is the 
same as that between the stratum universe size and the total. 
universe size. Tbat is, the samplina fraction (sample size 
divided bv universe size) is the same in all strata. 

The advantaaes of proportional allocation over other 
allocation methods are (1) the formula for allocatinq the sample 
to the strata is simple, (2) the formulas for computina estimates 
are simple, and (3) proportional allocation is intuitive!.v more 
familiar to those who use the final results, which mav prevent 
them from making gross errors if thev attempt to manipulate the 
sample results arithmetically. 

In disnroportional allocation, there are three methods OF 
allocatinq the sample to the strata. The iudqmental method is 
simplv based on the evaluator’s "desire" to meet a snecific 
objective, such as doing a loo-percent audit of all hiah-value 
transactions and auditina a sample of the remainina transactions 
or doinu a loo-percent audit of the more error-prone 
transactions, if they can be identified, and auditinq a sample of 
the others. 

The other methods of disproportional allocation are known as 
"Neyman allocation" and "optimum allocation." The Neyman method 
allocates the sample to each stratum in proportion to the product 
of the stratum universe and the stratum standard deviation, 
divided by the sum over all strata of the products of the stratum 
universes and standard deviations. The standard deviation can be 
estimated from a preliminary samole or from a prior audit or 
studv. The advantaqe of the Neyman method is that the samnlins 
error is minimized for a qiven sample size. 

Optimum allocation allocates the sample to strata bv takins 
into account the differences in (1) universe sizes, (2) standard 
deviations, and (3) the costs of collecting data amonq the 
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various strata. Optimum allocation minimizes the samolina error 
for a specific total cost of data collection or, converselv, 
minimizes the total cost of data collection for a specified 
precision (tolerable error). A discusclion of.optimum al~location 
is beyond the scope of this paper. 

STRATIFIED SAMPLING FOR VFRIARLES 

We will first discuss stratified samplina for variables. To 
illustrate proportional, judamental, and Nevman samnle allocation 
methods and the procedures for computins estimates, samplina 
errors, and sample sizes, consider the followina example. 

While reviewins shippina costs at a sunnly deoot, the 
evaluators suspect that air freiaht forwardina, the shippincr 
method used, is less economical than direct air carrjer. ny 
calculatina the costs of several recent shipments from direct air 
carrier rate schedules, they find that in each case the direct 
air shipping cost is less than the amount paid to the air freicrht 
forwarder. The evaluators decide to estimate, usina statistical 
sampling, the total savinas that would have resulted had direct 
air carriers been used instead of air freiaht forwarders. The 
confidence level is set at 95 percent. 

The universe is defined as a31 air freiaht forwarder 
shipments durinq the past 3 months. From the depot's fi?e of 
shippins documents, the information reauired to compute the cost 
of shipments by c?irect air carrier rate schedules is conied onto 
3 x 5 cards. This procedure results in 350 cards, each 
representina a einsle shipment. Usina their iudamert, the 
evaluators classify the cards into three croups, based on air 
freisht forwarder shippina costs: 

Air frejaht forwarder 
shippina costs 

Number of 
shipments 

Less than SlOO 150 
SlOO to s499 75 
$500 or more 25 

Total 250 

The resultina savinss on each shipment are shown in tables TIT.1 
and III.2 on the next pace. (Note that in real life, the savinqs 
would not be known until the shinpins costs by direct air carrier 
had been computed. Calculating shippins costs is a very 
complicated, time-consumina procefiure; this is whv sampl ina was 
necessary.) 

We will assume that the eval[lators decide to take a 
preliminary sample of 50 items to estimate the total savinas and 
the samplinq error and to determine the final sample size. Xn 
the illustrations of the three allocation methods, we will. use 
the true standard deviations calclllated from the universe data. 
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Shipment sav 1nq Shipment Pavlnq 

1n 
11 
12 
13 
14 
15 
16 
17 
18 
19 
2n 
21 
22 
23 
24 
75 
26 
77 
2R 
I? 
7 '1 
31 
72 
73 
34 
35 
?h 
77 
3R 

Table III.1 

savinqs from rlslng Direct Alr ahlpment, 
Instead of nir Freiaht Forwarder, Classified 

by Air Frelaht Forwarder Shrpplng Costs 
of LOSS than sinna 

s21 
27 
33 
44 
11 
57 
23 
32 
4 3 
39 
23 
26 
19 

24 
39 
2? 
35 
35 
3s 
34 
13 
19 

4 
3n 
31 
16 
22 
17 

46 
37 
47 
3, 
15 
?7 
in 
20 
35 
13 

39 s30 
A0 26 
Al 13 
42 31 
43 A7 
44 51 
A5 29 
46 37 
47 29 
43 25 
49 17 
5n 18 
51 ?9 
52 18 
57 75 
54 %R 
55 27 
5fi 35 
57 33 
5a 2A 
59 15 
6n 31 
61 6 
62 19 
63 16 
64 29 
65 Al 
66 24 
67 26 
KR 1R 

69 7n 
7rl 27 
71 29 
72 42 
73 An 
74 18 
75 31 
76 17 

shipment Saving 

77 s22 
78 40 
79 38 
RD 36 
Rl 21 
R% 22 
87 36 
A4 42 
85 39 
Rfi 45 
87 34 
RR 15 
R9 17 
9n 21 
91 38 
9% 28 
93 24 
94 A? 
95 74 
96 2R 
97 26 
9R 3n 
9') 2-i 

ion 34 
ini 37 
in2 37 
103 35 
in4 yn 
in5 42 
lnh 34 
in7 Al 
in8 37 
in9 A5 
11n A4 
111 42 
112 ?3 
113 3n 
1lA 36 

Shipment Savlnq 

115 s15 
116 34 
117 37 
11P 2R 
119 30 
120 46 
121 36 
122 33 
123 22 
124 2n 
1?5 33 
126 27 
127 45 
128 26 
129 50 
13n 0 
131 29 
132 25 
133 17 
134 10 
135 33 
136 44 
137 6 
139 24 
139 22 
140 7Fl 
141 24 
142 55 
143 25 
144 26 
145 33 
145 43 
147 23 
148 15 
149 3n 
i5n 35 

aIn real Ilfe, savlnas would not be known until after the calculation 
of a shloment's coSt, a comnllcated and time-consumlnq orocedure. 

118 



- APPENDIX III APPENDIX III 

Table JII.2 

Savings from using nlrect Air Shipment, 
Instead Of Air Freioht Forwarder, Classified 

by Air Freight Forwarder Shipping rests 
0f More than SlOOa 

stno to 5499 
Shipment Shipment Savinq Savina - 

1 S 32 
2 62 
3 190 
4 140 
5 96 
6 99 
7 7u 
8 130 
9 66 

10 75 
11 48 
12 160 
13 110 
14 145 
15 159 
16 200 
17 109 
18 100 
19 153 
20 127 
21 45 
22 9n 
23 157 
24 q2 
25 155 
26 167 
27 125 
2R 59 
29 78 
30 78 
31 154 

:: 
15P 
199 

3.4 96 

E 
83 

104 
37 61 
38 130 

39 5142 
40 17n 
41 In8 
4% 113 
a3 139 
44 121 
4s 143 
46 147 
47 232 
4R 192 
49 187 
50 182 
51 71 
52 98 
53 63 
54 132 
55 AS 
56 57 
57 128 
58 i4n 
59 141 
6n 113 
61 149 
62 201 
63 112 
64 1RR 
65 164 
66 94 
67 127 
69 156 
69 h4 
70 198 
71 121 
72 208 
73 n 
74 1?4 
75 121 

$500 or more 
Shipment Savinc4 

: 
5431 

500 
3 502 
4 320 
5 259 
6 457 
1 304 
R 276 
9 404 

in 270 
11 255 
12 373 
13 252 
14 348 
15 336 
16 264 
17 321 
18 360 
19 375 
20 251 
21 285 
22 210 
23 445 
24 2AA 
25 462 

aIn real life savinqs would not be known until after 
the calculatjon of a shipment's cost, a complicated 
and time-consuminq procedure. 
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In a real situation, the standard deviation would have to be 
computed from the sample data for each stratum, usinq the 
procedures described in chapter 3. 

Usina proportional allocation 

First, assume that the evaluators use proportional 
allocation. The formulas for allocatins the samnle to the strata 
are shown below (and a work sheet for makins the computations 
apnears in table ITI.3). In the formulas, N equals the total 
universe size, 250; n effuals the total sample size, 50; Nh equals 
the stratum universe size: Wh eauals the stratum weiaht; and nh 
eauals the stratum sample size. Sample shipments and computed 
savinas appear in table 111.4. 

Table III.3 

The Woportional Allocation 
of Samples to Strata 

Stratum: Universe 
shipping cost size Weiqht - - 

(h) ("?h) (ah) 

Less than SlOO 150 0.6 
sinn t0 499 75 0.3 
ssnn or more 25 0.1 - 

Total 250 1.0 

Table III.4 

Sample 
size 

(nh) 

30 
15 

r 

50 

Proportional Allocation: Sample Shipments 
and the Computation of Totals 

Less than Slno 
Shipment Sav inq 

6 S 52 
A 37 

11 23 
12 26 
13 19 
20 34 
25 31 
36 20 
39 3Q 
43 47 
44 51 
51 29 
53 25 
71 42 
74 

2 
8R 
93 
94 

inn 
1114 
109 
115 
127 
129 
132 
134 
143 
145 

SlOO to $499 5500 or more 
Fh ipment Saving Shipment Saving 

3 S 190 1 s 431 
7 78 6 457 

22 90 13 252 
29 78 ?? 21n 
?3 199 23 445 - 
37 61 
38 138 
46 147 
49 182 
56 57 
58 140 
61 149 
64 188 
69 64 

18 75 121 
22 
39 
15 
24 
42 
34 
30 
45 
15 
45 
5n 
25 
in 
25 
37 

s941 

Total = $4,618 

Sl,RRZ 
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Nh wh=m and nh= nwh 

With proportional allocation, the overall. stratified mean, 
St r can be computed by dividing the total of all the values in 

the sample by the total sample size: 

4,618 ha- 5. 
& = 92.36 

This method of computing the stratified mean works only with 
proportional allocation. If anything happens during the sample 
selection or data collection processes to distort the 
proportionality, such as failure to obtain the data for some of 
the sample items, the formulas for disproportional allocation 
must be used to compute the stratified mean. 

The estimated total savings (Fst) is 523,090, computed as 
follows: 

?a = Nj& 
\j, = (250)(92.35) 
v* = 23,090 

In our example, the formula for computing the sampling error 
of the estimated total (E;,) is 

A work sheet for computing the sampling error of the total 
appears in table III.5 on the next page.' This can be 
simplified to 

3 Evti =t c J N,, (Nh - nh) SE 

h=l 
nh 

where E+, equals the sampling error of the estimated total, and 
Sh equals the standard deviation for stratum h. The 
computations follow. 

e IThere are specific formulas for computing sampling errors for 
proportional allocation and for Neyman allocation. In this 
paper, we show the general formula, which works with any type of 
allocation, because true Neyman allocation and, often, true 
proportional allocation are difficult to achieve. 
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Table III.5 

Work Sheet for Computing Sampling Error of Total 
with Proportional Allocdtlofl 

Stratum: Universe Sample Standard 
shipping cost size size deviation 

(Nh) 
Nh(Nh-n,,)Sh2 

("h) Nh(Nh-"h) Sh2 
aI2 

(sh) Nh-"h nh "h 

Less than $100 150 30 10.54 120 18,000 111.1 3.703 
s1nl-l to s499 

66,654 
75 15 47.17 60 4,500 2,225 148.3 

S5Orl or more 
667,350 

75 5 83.77 20 500 - 7,017 1,403 7n1.500 

250 1,435,504 

E;,=1.96- 
E;, = 2,348 

If the sampling error of the stratified mean is needed, use 

Using judgmental allocation 

To illustrate judgmental allocation, we can assume that the 
evaluators decide to compute savings for all shipments of $500 or 
more, for 15 sample shipments from the $100 to $499 stratum, and 
for 10 sample shipments from the less-than-$100 stratum. The 
results obtained are shown in table 111.6. The procedure for 

Table III.6 

An Example of thp Judgmental Allocation 
of ShIpping Costs 

Less than $100 sion t0 $500 S500 or more 
Shipment Saving Shipment Savlnci _ Shipment Saving 

35 
57 

f i 
Al 

113 
117 
126 
129 
135 

s 10 2 
33 5 
19 10 
36 20 
21 23 
30 28 
37 30 
23 31 
50 37 
33 38 - 

43 
45 
61 
lifi 
67 

Total s292 $1,659 S8,54R 
Mean $29.20 SllfI.60 S341.92 

S 62 
96 
75 

127 
157 

59 
78 

154 
61 

138 
139 
143 
149 

94 
127 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

1: 
13 
14 
15 
16 
17 
18 

:: 

;3 
23 
24 
25 

s 431 
500 
502 
320 
759 
457 
304 
276 
404 
270 
255 
373 
252 
348 
336 
264 
321 
360 
375 
251 
285 
210 
445 
288 
462 
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Table III.7 

Work Sheet for Computing Estimated Total Savings 
with Judgmental Allocation 

Stratum: Universe Estimated Estimated 
shipping cost size mean total 

(h) ('Jh) (yh) (?h) 

Less t5an sion 150 $ 29.20 S 4,380 
sin0 to $499 75 110.60 9,295 
$500 or more 25 341.92 - 8,548a 

250 521,223 

aThis amount could also be obtained Erom the 
sample total, since lnO-percent sampling was 
used in this stratum. 

Table III.8 

Judqmental Pllocation Work Sheet for Computinq 
Sampling Error of Total 

Stratum: rlniverse Sample standard 
shipping cost size size deviation 

& Nh(Nh-"h)Sh2 
(h) (Hh) (nh) (Sh) N,,-n), Nh(Nh-oh) Sh2 nh "h 

Less than Slnn 150 in 10.54 140 21,000 111.1 11.11 233,310 
sion to s499 75 15 47.17 60 4,500 2,225 148.39 667,485 
s5no or more 25 25 83.77 0 a a a 0 - 

250 900,795 

acomputations unnecessarv because this stratum does not contribute to sampling error. 

comnutina the estimated total saT7inas is shown in table ITT.7. 
The estimated total savinas is $21,223, and the stratified mean 
(vst) eauals $21,223 divided hy 250, or $84.89. 

The work sheet for computing the samplina error of the total is 
shownSin table 111.8. rlsinq the formula for computina the 
samplinq error of the estimated total., we find 

E;, = 1.96- 

E;, = 1,860 

The samplinq error of the stratified mean esua3.s $1,860 divided 
by 250, or $7.44. 

a Usins Nevman allocation 

The third allocation method we illustrate is Nevman 
allocation. The work sheet in table III.9 is on the next pace, 
and the formulas are aiven below. 
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Table III.9 

Work Pheet for Allocatinq Samples to Strata 
with Neyman Allocation in Samplinq for Variables 

Stratum: Universe Standard Sample 
shipping cost size deviation Weight size 

(h) (uh) (Sk,) 1Jhsh (Wh) (nh) 

Less than Sl90 150 1n.54 1,581 0.2192 11 
s1on to $499 75 47.17 3,538 9.49ll5 24 
$500 or more 25 R3.77 - 2,094 0.2903 -- 15 

250 7,213 1.0000 50 

&St, w,,=- 
i NhSh 

and nh=nwh 

h=l 

It should be noted that this example is not very realistic 
and is given solely for purposes of illustration. In a real-life 
situation, the evaluators would not know what the stratum 
standard deviations of the savings were unless they had taken a 
small preliminary sample. In many real-life situations, this 
would not be possible. Later in this appendix, we discuss 
practical methods for overcoming this problem. 

Independent random samples of the required size are selected 
from each stratum; the results are shown in tables 111.10 and 
III.ll. From table 111.11, we see that the estimated total 
saving is $21,223; thus, the stratified mean (yst) is $21,223 
divided by 250, or $84.89. The work sheet for computing the 
sampling error of the total is shown in table 111.12. Using the 
formulas, 

we find 

E;,= (1.96)- 
Ev,=1,619 

The sampling error of the stratified mean is obtained by dividing 
51,619 by 250, or $6.48. 

L 
With Neyman allocation, the sample size for a certain 

stratum may be equal to or greater than the stratum universe 
size. For example, if a sample of 100 were taken, the sample in 
the highest stratum would be 29 shipments. Since this stratum 
has only 25 shipments, the remaining 4 shipments would have to be 
allocated to the two other strata. 
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Total $303 $2,692 $5,207 
Mean $27.55 $112.17 $347.13 

$100 to $499 $500 or more 
Shipment Saving Shipment Saving 

2 s 62 
3 190 
4 140 
6 99 
7 78 
9 66 

10 75 
12 160 
13 110 
16 200 
21 45 
27 125 
28 59 
33 199 
43 139 
50 182 
51 71 
53 63 
55 65 
56 57 
64 188 
69 64 
71 121 
74 134 

2 
6 
7 

9" 
11 
12 
13 
15 
16 
17 
15 
19 
21 
23 

s 500 
457 
304 
276 
404 
255 
373 
252 
336 
264 
321 
360 
375 
285 
445 

Table 111.10 

Neyman Allocation: Sample Shipments 
and the Computation of Means 

Less than SlOO 
Shipment Savinq 

1 s 21 
52 18 
61 6 
90 21 
97 26 

104 30 
110 44 
111 42 
113 30 
124 20 
121 45 - 

Table III.1 1 

Neyman Allocation: Computation 
of Estimated Total Savinqs 

Stratum: Universe Estimated Estimated 
shipping cost size mean total 

(h) (Nh) (iih) &,) 

Less than $100 150 S 27.55 $ 4,132 
$100 to $499 75 112.17 8,413 
$500 or more 25 347.13 8,678 

250 $21,223 

Table III.12 

Neyman Allocation Work Sheet for Computing 
Sampling FrrOr of Total 

Stratum: Universe Sample Standard 
shipping cost size size deviation 

(h) (Nh) (q-l) (Sh) 
St2 Nh(Nh-nh)Sh2 

Nh-nh Nh(Nh-nh) Sh2 f'h "h 

Less than SlflO 150 
3: 

10.54 139 20,850 111.1 10.10 210,585 
a $100 to $499 75 47.17 51 3,825 2,225 92.71 354,616 

s5nn or more 25 15 53.77 10 250 - 7,017 467.80 116,950 

250 682,151 

125 



APPENDIX III APPENDIX ITI 

A comparison of the sampling errors 

To summarize, our sampling errors are $2,348, $1,860, and 
$1,619 for proportional, judgmental, and Neyma'n allocation, 
respectively. As can be seen, Neyman allocation qave the 
smallest sampling error. Judgmental allocation provided the next 
best estimate of the sampling error, because the stratum with the 
largest variation was sampled 100 percent. However, a comparison 
with Neyman allocation reveals that the sample in the top stratum 
(shipments of $500 or more) was too large and that the sample 
from the middle stratum was too small. Proportional allocation 
gave the largest sampling error because half the sample was drawn 
from the stratum with the least variation. Judgmental allocation 
will not always give a better result than proportional 
allocation. If 60 percent of the sample had been allocated to 
the bottom stratum (shipments less than SlOO), the sampling error 
would have been greater than that obtained with proportional 
allocation. 

It is interesting to see what would have happened if a 
simple random sample of 50 shipments had been taken from the 
entire universe without regard to stratification. The standard 
deviation for the unstratified universe is $101.59. The sampling 
error of the total would be $6,297, which is roughly 2.7 times 
the result obtained with proportional allocation. 

Computing sample sizes 

With stratified sampling, just as with simple random 
sampling, the evaluators can compute the overall sample size 
required. We will illustrate the computation of sample size with 
proportional and Neyman allocation. The formulas are slightly 
more complicated than with simple random sampling, but the work 
can be greatly simplified if it is done on a work sheet. 

Before computinq the sample size, the evaluators must 
specify the confidence level and the required precision. They 
will also need an estimate of the standard deviation obtained 
either from a preliminary sample or from a prior review. (When 
sampling for attributes, some reasonable "guesstimate" of the 
value of the proportion of interest allows the calculation of a 
standard deviation.) 

Assume that the evaluators, after seeing the results of the 
preliminary sample of air freight forwarder shipments, decide 
that the sampling error of the total should be $1,500 at the 
95-percent confidence level. In proportional allocation, the 
required sample size is computed by using the following formulas 
and the work sheet in table 111.13. The formula to compute the 
desired sampling error of the stratified mean (E) is as follows. 
Note that the second term in the denominator is the finite 
population correction. 
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E = desired sampling error of estimated total 
N 

E - 1500 
250 

E=6 

n= h=l 

Table III.13 

work Sheet for Computing Sample Size 

stratum: vniverse Standard 
shipping cost size deviation Weiqht 

(h) (Nh) (St,) (Wh) WhSh Whsh2 

Less than SlOO 1511 10.54 0.6 6.324 66.65 
SlOO to 5499 75 47.17 0.3 14.151 667.50 
S500 or more 25 83.77 0.1 8.377 701.74 - --~ 

250 1.0 2Q.852 l,435.R9 

Usina 2 for theft factor for 95-percent confidence, we 
compute: 

n= 1,436 

n = 97.40 or 98 (rounding up) 

Since our preliminary sample contained 50 shipments, 48 
additional shipments would have to be sampled. The additional 
items would be allocated to the strata in oroportion to the 
stratum universe sizes. 

The formula for computina the reauired sample size usina 
Neyman allocation is 

'h=l I 
n= 

n= 
(28.85)’ 

n = 56.45 or 57 
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E will be the same, $6, as fo r proportional allocation, and the 
value for 

CWhSh 

can be obtained from the "total" line of the work sheet used for 
proportional allocation. 

Thus, when we use Neyman allocation, only 7 shipments in 
addition to those in the preliminary sample would have to 
be reviewed. (The additional shioments would have to be 
allocated to the strata by usinq the procedures described in the 
section above on Neyman allocation.) 

ST%ATIFIED SAMPLING FOR ATTRIRUTFS 

Stratified samplinq can also be used when samplinq for 
attributes. Compared with simple random samplinq, stratified 
samplins may sliahtly reduce the samplina error. It also allows 
the development of separate estimates for individual strata, if 
this is necessary, provided that the sample sizes in the strata 
are sufficiently larae. However, the disadvantaae of stratifying 
when samplina for attributes is that-the increased precision is 
usually not worth the additional work required. 

To illustrate stratified samplina for attributes, we can 
assume that the evaluators are reviewina civilian pavroll records 
at three militarv hases. Since the records are senaratelv 
maintained at each location, the universe is stratified by 
location. The evaJuators decide to select independent random 
samples of 100 payroll records at each base (iudqmental 
allocation), with the results shown in table IIT.14. The work 
sheets for computina the overall stratified percentase of payroll 
records with errors and the estimated number of records with 
errors are shown in table III.15. The formulas are 

To compute the overall stra%ified estimate of the number of 
errors in all three strata (A,,), the f0rmuJ.a is 

h=3 

A~=~& 
h=l 

The stratified estimate of the number of payroll records with 
errors is 650 (the total for the last column of the work sheet). 
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Locat ion 

(h) 

: 
3 

Table III.14 

The Results of a Review of Civilian 
Payroll Records at Three Military Bases 

payroll records 
Location In universe Sampled With errors 

(h) (Nh) 

1 1,100 
2 1,500 
3 400 

(nh) 

100 
100 
100 - 

(ah) 

45 
5 

22 

Total 3.000 300 70 

Table III.15 

The Computation of the Estimated Number 
and Percentaqe of ~ayr611 Records 

with Errors 

Number 
miverse Sample of errors Proportion 

size size in sample with errors 

(Nh) (nh) (=I-,) (Ph) 

1.1no lno 45 0.45 
1,500 100 5 0.05 

400 100 22 0.2n - 

3,000 300 70 

Estimated 
number 

of errors 

6h) 

495 
75 
80 - 

650 

The overall estimated percentaqe of Davroll records with 
errors (pet) is computed as 

650 
pst=3,000 
pst=0.2167 or 21.67% 

The formulas to compute samplina errors are shown below, and the 
work sheet appears in table III.16. 

Table IIT. 

Work Sheet for Computinq Payroll 
Ramp1 in0 Rrror 

Universe Sample Proportion 
Location size size with errors - - 

(h) (Nh) In),) (Ph) (Uh) 

Ehch N,,(N,,-n,,)P,,“h 
Nh-“h Nh(Nh-“h) 1-Ph Phah “h nh 

2 
L 3 

1,100 100 
1,500 loo 

400 ion 

3,000 

0.45 1,ooii l,lon,ooo 0.55 0.2475 0. no247s 2,722.5 
0.05 1,400 z,lon,ooo n.95 0.0475 0.000475 997.5 
0.20 3no 120,ono 0.80 0.1600 o.nnl6on 192.0 

3,912.n 
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The formula to compute the samplinq error of the estimated 
number of pavroll records with errors(E&) is 

E&Et ‘g3NNh(Nh-nh)Phqh 

J 
h=l ;I,, 

Ek, = (1.96)- 
E&=122.59 or 123 

Thus, the samplins error of the estimated number of payroll 
records with errors is 123 at the 95-percent confidence level. 

The sampling error of the overall estimated percentaqe of 
payroll records with errors (E,) is 

Ek, E,,=m 
E J22.59 

Pn 3,000 
E,=0.040863 or 4.09% 

Thus, the samplins error of the stratified percentase is 4.09 
percent at the 95-percent confidence level. 

Note that the onlv difference between this computation and 
the computation of the samolincr error for stratified variables is 
that= has been substituted for S,, (see tables III.5 and 
111.16). 

The same formulas and the same work sheet would be used if 
the samplins errors were computed with proportional allocation 
and Neyman allocation. If proportional allocation were used, the 
computation of the estimated percentase and number of payroll 
records with errors would have been much simpler. The estimated 
percentase is simply the total number of errors found divided by 
the total sample size: 

The estimated number of errors is simply the estimated percentaqe 
of errors multiplied by the universe size: AH=Npst . These 
formulas can be used onlv with proportional allocation. 

c Computina sample sizes 

Assume that the evaluators would like to know what sample 
sizes would be reauired, usina proportional allocation and Neyman 
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Table III.17 

APPENDIX III 

Work Sheet Eor Computing Payroll 
Sample size 

Universe 
Location size w - 

(h) (Nh) PhQh wh m whmh "IhPhgh 

: 1,100 
1,500 

0.2475 n.0475 n.5om-l 0.3667 0.4975 Il.2179 0.1824 l2.09076 
0.1090 0.02375 

3 400 0.1600 0.1333 0.4000 0.0533 0.02133 -- 

3,000 1.0000 0.3447 0.13584 

allocation, to reduce the sampling error of the stratified 
percentage (E) to 2 percent at the 95-percent confidence level. 
The computations are shown in table 111.17. (Let wh equal Nh/N.) 
For proportional allocation, the formula is 

n= 
j ,whPhqh 

0 F '+&$ WhPhqh 
h-l 

Using a t factor of 2 for 95-percent confidence, we compute: 

n= 0.1358 

n=934.8 or 935 

The sample would be allocated to the strata in proportion to 
the values for wh. This would yield the following sample sizes: 
for location 1, 343; location 2, 467; location 3, 125 (total = 
935). The sample for location 1 was rounded downward. 

For Neyman allocation, the formula to compute the sample 
size is 

n= 

0 F 2+~h+'k!.)hqh 

n=817.6 or 818 
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Table 111.18 

Work Sheet for Allocating Samples 
to Strata with Neyman Allocation 

In Sampling for Attributes 

Stratum 

(h) "lh m Wh nh 

1 0.1824 0.5292 433 
2 0.1090 0.3162 259 
3 0.0533 0.1546 126 _ 

Total 0.3447 1.0000 618 

In the formula for allocating the sample to the strata, nh = IlW)-, 
and Wh euuals 

The allocation is shown in table 111.18. Thus, with Neyman 
allocation, the specified precision can he obtained bv using 117 
fewer payroll records than with proportional allocation. 

After allocatins the final sample, we woul.d compute the 
estimates and sampling errors. 

OTHER TOPICS ON STPATIFICATION 

Stratification has some other advantaaes not mentioned 
above. One is that, by careful stratification, the evaluators 
can maximize the dollars protected: that is, th*ev can review the 
maximum dollar amounts of transactions, documents, or accounts 
with a aiven sample size. Another advantaqe is that, by careful 
stratification, the evaluators can maximize the number of errors 
discovered and corrected: that is, they can include error-prone 
items in one stratum and relatively error-free items in another. 
They can then sample more heavilv from the error-prone stratum. 
Last, but not least, stratification permits the development of 
estimates for the individual strata, if such estimates are 
needed. 

Some practicalities of stratification 

A word should be said about the realities of stratification 
in most applications. Textbook illustrations usually assume that 
(1) the strata were desisned by the sampler to increase 
precision, (2) the stratification is based on the variable beina 
estimated, and (3) the standard deviations are known or can be 
computed for the variable beinq estimated. In real life, 
however, the strata are often defined by the review objectives 
or the physical location or arransement of the universe. 
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The standard deviations for the variable being estimated are 
not known and must be computed from preliminary samples taken in 
each stratum. The stratum boundaries and sample sizes (both 
overall and within strata) must be calculated from some variable 
other than the variable being estimated, because this is the only 
variable available. For example, consider the direct air 
shipment versus air freight forwarder problem. The stratum 
boundaries were based on air freight forwarder shipping costs, 
but in real life, shipping costs, not savings, might have to be 
used to compute standard deviations for optimum allocation. 
The basis for this is the belief that the variance of the 
variable being estimated is highly correlated with the variance 
of the variable used to set the stratum boundaries, calculate the 
total sample size, and allocate the total sample to the strata. 

Sometimes, from a practical point of view, it is just as 
efficient to use general rules of thumb to determine the total 
2ample size and to allocate the sample to the individual strata 
on the proportion of the individual stratum total to the grand 
total. For example, assume that the air freight forwarder 
shipping costs were 

Stratum 
Shipping 

costs 
Percent 
of total 

Less than $100 $13,200 24 
$100 to $499 25,300 46 
SSOO or more 16,500 30 

Totals S55,OOO 100 

If we were allocating a sample of 50 items on this basis, we 
would draw 12 items from the first stratum (24 percent of 50), 23 
items from the second (46 percent of 50), and 14 items from the 
third (30 percent of 50). 

This allocation method assumes that the stratum standard 
deviations of the savings are roughly proportional to the stratum 
means of the shipping costs. In practice, this method often 
works out fairly close to the results obtained by using Neyman 
allocation. If the results are not as precise as required, it 
may be necessary to increase the sample size in one or more of 
the strata. 

If the air freight forwarder shipping costs were not known 
for each stratum, another possibility would be to assume that the 
mean shipping cost per stratum equals the stratum midpoint. (The 
"$500 or more" stratum presents a problem because it is "open 
ended"; however, we can often make a reasonable assumption about . midpoints for open-ended strata.) Here, for example, assume 
midpoints of S50 for stratum 1, $300 for stratum 2, and $600 for 
stratum 3. The allocation of a sample of 50 to the various 
strata is shown in table III.19 on the next page. 
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Table III.19 

Work Sheet for Allocating Samples to Strata 
with Assumed Stratum Mean 

APPENDIX III 

Stratum: Universe Assumed Sample 
shIppIng cost & midpoint &g 

(Nh) (:h) Nhih wha (nhJb 

Less than $100 150 50 7,500 0.167 8 
$100 to $500 75 300 22,500 0.500 25 
$500 or more 25 600 - 15,000 0.333 E 

250 45,000 1.000 50 

a wh = percent of total. 
bnh = “Wh . 

As can be seen, this method gives a different allocation of 
the sample from that obtained by using Neyman allocation, but it 
is very close and far better than the results obtained by using 
proportional allocation. The advantage of this method is that it 
does not require prior information about the variable being 
estimated. 

Guidelines on constructing strata 

A word about the construction of strata is also in order. 
The evaluators may well ask: How many strata should we have? 
Where should we set the stratum boundaries? A body of 
mathematical theory has been developed on how to determine the 
optimum number of strata and how to set the stratum boundaries, 
but a discussion of this theory is beyond the scope of this 
paper. However, some general rules of thumb can be given. 

In sampling for variables, when the evaluator frequently 
uses stratification to minimize the sampling error, six strata 
are usually sufficient. If the number of strata is increased 
beyond six, the reduction in sampling error is usually not worth 
the extra work required. 

As for setting the stratum boundaries, if the universe is 
listed in ascending or descending order of value, the boundary 
locations usually become obvious when the evaluators scan the 
list. If the universe is so large that it is not possible to 
list every item, the evaluators may list a sample of the items, 
say 5 or 10 percent, sorted in order of value, to set the 
boundaries. Another possibility is to base a frequency 
distribution of the items on dollar amounts. For example, 
consider the frequency distribution based on transaction dollar 
amounts shown in table 111.20. 

After examining the frequency distribution, the evaluators 
a may decide to set stratum boundaries at less than SlO, $10 to 

$19, $20 to $49, $50 to $99, $100 to $199, $200 to $499, $500 to 
$999, and $1,000 or more. This gives a set of strata in which 
the upper stratum boundary is about twice the lower, except in 
the lowest and highest strata. Another possibility is to divide 
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Table 111.20 

Number and Dollar Amounts of Transactions 

Amount of Number of Dollar Cumulative 
transaction transactions amount amount 

Less than $10 4,063 $ 30,879 $ 30,879 
$10 to $19 3,323 61,190 92,069 
$20 to $29 3,063 70,151 162,220 
$30 to $39 2,544 95,909 258,129 
$40 to $49 1,424 67,926 326,055 

$50 to $59 839 46,145 372,200 
$60 to $69 593 39,434 411,634 
$70 to $79 397 30,768 442,402 
$80 to $89 352 30,976 473,378 
$90 to $99 274 26,770 500,148 

$100 to $199 194 34,338 534,486 
$200 to $299 183 47,214 581,700 
$300 to $399 119 39,746 621,446 
$400 to $499 61 27,023 648,469 
$500 to $599 41 22,427 670,896 

$600 to $699 29 18,879 689,775 
$700 to $799 20 15,080 704,855 
$800 to $899 23 19,040 723,895 
$900 to $999 9 8,757 732,652 
$1,000 or more 10 14,800 747,452 

17,561 $747,452 

the overall total by the required number of strata to obtain the 
averase dollar amount per stratum. Then the boundaries are set 
where the cumulative totals are closest to the product of the 
stratum numbers and the average dollar amount per stratum. 

For examnle, suppose we wanted to have six strata. We 
divide the total dollar amount, $747,452, by 6 to obtain 
$124,575, or the averase dollar amount per stratum. We then 
multiply this amount by each of the stratum numbers and obtain 

Stratum Stratum 
number Product number Product 

1 $124,575 4 $498,300 
2 249,150 5 622,875 
3 373,725 6 747,450 

Then we look at the cumulative amounts column in the freauency 
distribution, locate the amounts that are closest to the 
products, and set the strata boundaries there. Usins this 
system, we obtain the followina boundaries: 

Cumulative 
amounts 

Stratum 
boundary 

$ 92,069 Less than $20 
258,129 $20 to $39 
372,200 $40 to $59 
500,148 $60 to S99 
621,446 $100 to s399 
747,452 $400 or more 
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This method will make the total dollar amount in all strata 
approximately equal. If equal sample sizes are allocated to all 
strata, the result approximates Neyman allocation, provided that 
the stratum standard deviations of the variable being estimated 
are approximately proportional to the stratum means of the 
variable being used to set the stratum boundaries. 

CLUSTER SAMPLING 

Following is an example of a two-stage cluster sampling 
problem in which the clusters or primary sampling units are 
selected by simple random sampling. 

While reviewing the procurement activity of a government- 
operated scientific laboratory, the evaluators decide to 
determine the dollar amount of prompt payment discounts that were 
lost on invoices paid during the past fiscal year, either because 
the invoices were not paid promptly or because the discount was 
not taken. The invoices paid during the fiscal year, together 
with their supportins documentation, are tied in 2,100 bundles, 
containing varying quantities of invoices. Thus, each bundle can 
be defined as a cluster. 

Setting the confidence level at 95 percent, the evaluators 
decide to take a preliminary random sample of 40 clusters. The 
invoices on which discounts were offered can be identified easily 
by examining the terms of sale. However, calculating the actual 
amount of discounts lost involves (1) determining how long the 
discount period was and whether the invoice was paid within the 
discount period and (2) multiplying the invoice amount by the 
discount rate (percent) if the invoice was not paid within the 
discount period or was paid promptly but the discount was not 
taken. 

The evaluators decide that if a sample bundle contains less 
than 10 invoices on which discounts were offered, they will 
calculate the discount lost for all such invoices. Hut to save 
work, if the bundle contains 10 or more invoices on which 
discounts were offered, they will calculate the discount lost for 
a random sample of 5 invoices. Random number sampling will be 
used to select the sample invoices. The results of the sample 
are shown in table 111.21. 

Our first step is to compute the total amount of discounts 
lost for each sample cluster (yi) using the formula below. Let 

represent the sum of all the sample invoices in sample cluster 
number i, where j varies from 1 to mir the size of the sample in 
cluster i. 
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YI = I? yij 
1'1 

Then we compute the averaae discount lost for each sample cluster 
(Vi). 

Wext, we compute the estimated total for each sample cluster 
(8i) I usinq Q=MiR. (Note that for clusters in which the sample 
s'ize is equal to the number of invoices in the cluster, the 
cluster total equals the sample total.) We then suuare each 
cluster total. 

Our next step is to compute the zstimated total discounts 
lost for all 2,100 bundles combined (Ycl). The formula for this 

Sample 
bundle 

(i) 

1 
2 

43 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

:: 
33 
34 
35 

:76 
38 
39 

m 40 

Requisitions 
No. in NO. 
bundle sampled 

(HiI 

6;: 
7 

48 
68 
65 
70 
55 
12 

4 
38 

9 
12 
70 

8 
48 
42 

2 

: 
65 

5 
15 

7 
6 

24 

; 
9 
5 

36 
3 
4 

15 
13 
72 
33 
85 

5 
18 

1,062 

(mi) 

7 
5 
7 
5 
5 
5 
5 
5 
5 
4 

95 
5 
5 
8 
5 
5 
2 

: 
5 
5 
5 
7 
6 
5 

tll 
9 
5 

: 
4 
5 
5 

55 
5 
5 
5 - 
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Table III.21 

The Results of a Review of 40 Bundles of Requisitions 

Amounts of discounts lost 

(Yij) 

44, 0, 32, 17, 0, 0, 0 
0, 0, 0, 37, 46 
0, 0, 0, 0, 0, 50, 6 
18, 0, 46, 0, 32 
25, 22, 0, 0, 0 
2, 0, 0, 0, 35 
0, 0, 39, 0, 0 
0, 30. 38, 15, 0 
19, 0, 0, 0, 19 
23, 0, 0, 0 
29, 25, 0, 7, 0 
0, 3, 1, 0, 37, 9, 0, 0, 0 
4. 32. 0. 0. 0 
14, 0; 0; 16, 0 
0, 0, 30, 0, 20, 0, 0, 0 
18, 0, 7, 0, 28 
0, 0, 0, 0, 21 
38, 6 
0, 0, 47, 0, 0 
31. a. 43 
lo; 5; 5, 0, 18 
15, 35, 44, 0, 0 
0, 15, 0, 13, 41 
50, 0, 37, 3, 33, 0, 0 
42, 10, 17, 41, 0, 0 
8, 15, 1, 0, 0 
42 
3, 17, 18, 29, 0, 38, 0, 0 
0, 1, 21, 13, 0, 0, 43, 0, 0 
22, 0, 0, 39, 50 
0, 0, 0, 32, 0 
42, 0, 0 
0, 0, 0, 11 
0, 16, 22, 0, 46 
21, 38, 0, 0, 0 
0, 0, 29, 0, 0 
0, 8. 0, 0, 0 
42, 0, 7, 15, 0 
23, 0, 16, 24, 0 
18, 0, 0, 0, 41 

Sample 
total 

(Yi) 

$ 93 
83 

72 
47 
37 

2 
38 
23 
61 
50 

3: 
50 
53 
21 
44 
47 
74 
38 
94 
69 

123 
110 

24 
42 

105 
78 

111 
32 
42 
11 
84 
59 
29 

8 
64 
63 
59 

Sample 
mean 

Cluster 
total 

(Yi) (Yi) 

$13.286 $ 93.00 
16.600 996.00 

8.000 56.00 
19.200 921.60 

9.400 639.20 
7.400 481.00 
7.800 546.00 

16.600 913.00 
7.600 91.20 
5.750 23.00 

12.200 463.60 
5.556 50.00 
7.200 86.40 
4.800 336.00 
6.250 50.00 

10.600 508.80 
4.200 176.40 

22.000 44.00 
9.400 47.00 

24.667 74.00 
7.600 494.00 

18.800 94.00 
13.800 207.00 
17.571 123.00 
18.333 110.00 

4.800 115.20 
42.000 42.00 
13.125 105.00 

8.667 78.00 
22.200 111.00 

6.400 230.40 
14.000 42.00 

2.750 11.00 
16.800 252.00 
11.800 153.40 

5.800 417.60 
1.600 52.80 

12.800 1,088.OO 
12.600 63.00 
11.800 212.40 

8 8,649 
992,016 

3,136 
849,347 
408.577 
231,3.>1 
298,116 
833,569 

8,317 
529 

214.925 
2,500 
7,465 

112,896 
2,500 

258,877 
31,117 

1,936 
2,209 
5.476 

244;036 
8,836 

42,849 
15,129 
12,100 
13,271 

1,764 
11,025 

6,084 
12,321 
53,084 

1,764 
121 

63,504 
23,532 

174,390 
2,788 

1,183,744 
3,969 

45,114 

$10,598.00 $6,192,942 

Yi2 
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computation is 

9 = %(10,598) cl 

gd = 556,395 

Thus, the estimated total discount lost is $556,395. 

The computation of the sampling error of the total(E 
shown below. Let S; represent the standard deviation of the 
cluster totals. Then, 

Since the sample size is less than 5 percent of the universe, the 
finite population correction 

can be drooped and the formula simDli f i.ed t.o 

We compute the standard deviation of the cluster totals by 
the formulas below. Let 

. 
ecrual the sum of the suuares of the cluster totals and Y the mean 
of the cluster totals (the averaqe discount lost per cluster). 

9 = 10,598 
40 

$ = 264.950 
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,192,942 - (40)(264.950)2 
40 - 1 

&=294.61 

Substituting into the sampling error formula, we obtain 

Ee =(2,100)(1.96)(294.61) 
Y-3 vz 

Eqd= 191,731 

'Thus, the sampling error of the total discounts lost is $191,731 
at the 95-percent confidence level. 

‘Ct should be noted that this computation underestimates the 
sampling error. When subsamples are taken within clusters, two 
types of variation contribute to the sampling error: the 
variation between cluster totals and the variation between items 
within clusters. In this computation of the sampling error, we 
have ignored the within-cluster variation. For many 
applications, this is possible if the number of clusters sampled 
is large (30 or more). However, the fact that the sampling error 
is underestimated should be recognized. In this particular 
example, if the sampling error were to be computed by taking into 
account both the between-cluster variation and the within-cluster 
variation, it would have been increased by 0.6 percent. 

Another method could have been used to estimate the dollar 
amount of discounts lost. This is the ratio-to-size estimate, 
which uses the technique of ratio estimation discussed in chapter 
4. To use this method, we.would have to know the total pumber of 
invoices paid during the fiscal year. 

In this paper, we have not gone into mathematical methods 
for computing sample sizes with cluster sampling; however, a few 
general comments are in order. According to a rule of thumb, we 
should try to have at least 30 clusters in the sample. A sample 
with as few as 20 clusters will sometimes give fairly precise 
results. However, for various reasons that need not be discussed 
here, estimates developed from a cluster sample are usually much 
less precise than estimates developed from a simple random sample 
consisting of the same number of items. 

If we are using two-stage sampling and we can make a choice 
between sampling more items within the cluster, or reducing the 
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number of items sampled within the cluster, and increasing the 
number of clusters in the sample, it is better to increase the 
number of clusters and reduce the number of items. This will 
practically always yield more precise estimates. 

L 
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off groups of formulas well. 

Sionim, M. J. Sampling in a Nutshell, rev. ed. New York: Simon 
and Schuster, 1960. 
A good brief introduction emphasizing concepts rather than 

calculation. Covers most of the topics relevant to GAO work. 
Suitable for undergraduates and general readers. 

sudman, S. Applied Sampling. New York: Academic Press, 1976. 
A good book for individuals with a few graduate courses in 

quantitative methods. Aimed at social researchers doing 
medium-sized studies. Direct, relatively clear style covers most 
of the topics applicable to GAO. 

Williams, B. A Sampler on Sampling. New York: Wiley, 1977. 
An excellent introductory book for nonmathematicians. 

Furthers understanding by demonstration rather than formal 
proofs. Covers most of the material necessary for GAO. 
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FOTJR COMPUTER SOFTWARE PACKAGES 

This appendix briefly describes SPSS-X, SAS, DYL-AUDIT, and 
IMSLI four computer software packages that have been found useful 
for sampling at GAO. They have been available for many years and 
are used by GAO staff on mainframe time-sharing systems such as 
that of the National Institutes of Health Computer Center. There 
are other such packages, SO this list should not be considered 
comprehensive. Furthermore, the descriptions are not intended as 
evaluations of any of the packages. 

In recent years, statistical software packages for use on 
microcomputers have proliferated. Literally scores of packages 
are available, and new ones are being introduced regularly. 
Microcomputer statistical software packages are currently being 
evaluated separately and, therefore, are not included in this 
appendix. 

Roth statistical packages used on mainframe computers and 
packages used on microcomputers are continually being updated and 
improved. Current information regarding their utility, 
capabilities, and accuracy is consequently difficult to maintain. 
It is recommended that, whenever these packages are used, 
assistance be requested from the appropriate Technical Assistance 
Group or Design, Methodology, and Technical Assistance Group. 

SPSS-x 

SPSS-x, the latest version of the Statistical Package for the 
Social Sciences, is used at GAO more than all other packages 
combined. It is available for many brands and sizes of computers. 

The writers of the package have made a long and concerted 
effort to keep in touch with its users, and this shows in its 
high quality. The documentation is well written and clear. The 
language that the user writes in is very close to English and 
includes terminology commonly used by analysts in policy and 
oversight research applications. The case selection part of the 
language allows taking simple samples of a fixed size from a 
universe. It is relatively easy to draw other types of samples 
using a few lines of code. 

The manuals describe the statistical procedures and explain 
why options should be chosen. They contain the procedures for 
doing almost all that is needed in GAO work. The ability to 
produce self-documenting data files greatly aids in referencing 
jobs and in reproducing analyses. The transformation of data-- 
recoding, scoring, and so on-- is very straightforward. Easy 
inclusion of sampling weights allows the calculation of 
estimates from complex sampling designs. 

As with all the packages available today, SPSS-X does not 
handle the special case of finite populations well and does not 
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compute accurate sampling errors for complex sample designs. 
However, it can prepare intermediate results for input to other 
programs. The output is very clearly organized and can be well 
labeled. The presentation of results is very flexible, and it is 
relatively easy to prepare the data so that they can be moved to 
other machines. 

SAS 

SAS, or Statistical Analysis System, is available mostly for 
IBM computers. It is oriented toward mathematical, rather than 
applied, statistics and analyses. 

The written documentation is somewhat clear about the actual 
coding but does not deal adequately with the effects of choosing 
options or the reasons for using different options. The language 
that the user writes in is close to English, but the terminology 
is not commonly used by analysts in evaluation and policy 
analysis applications. The ability to produce data files with 
some self-documenting features aids in referencing jobs and in 
reproducing analyses. Data transformations are also available. 
SAS contains the procedures to do most of what is needed in GAO 
work. 

As with all the packages available today, it does not handle 
the special case of finite populations well. However, it can 
prepare intermediate results for input to other programs. The 
output is not very clearly organized, but the presentation of 
results is somewhat flexible. It is relatively easy to prepare 
the data so that they can be moved to another IBM computer. 

This package is recommended when analysts understand only 
this package and when the analysis does not call primarily for 
cross-tabulations. SAS is recommended when specialized 
econometric or operations research techniques are needed. 

DYL-AIJDIT 

DYL-AUDIT, or DYL, which runs only on IBM computers, is 
primarily a data retrieval and report package. Some of GAO's 
Design, Methodology, and Technical Assistance Groups and regional 
Technical Assistance Groups use it. It is oriented more toward 
use by data processing specialists than by data analysis 
specialists. The documentation is reasonably well written and 
fairly clear. The language that the user writes in is very close 
to English and includes terminology commonly used by IBM data 
processors. The case selection part of the language allows taking 
many kinds of samples by using a few lines of code. 

. The manuals contain useful descriptions of the sampling 
procedures and explain why options should be chosen. This 
documentation can be useful even as background information in 
sampling. The self-documenting features are somewhat limited, and 
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the data modification features are limited; DYL does have the 
ability to do grouped frequency counts. It also computes many 
kinds of subtotals but does not compute all marginal subtotals. 
It is very useful for extracting data already on an IBM computer. 
It is not typically used at GAO for calculating estimates after 
applying measurement techniques to the sample cases. The output 
is very clearly organized and includes work sheets that aid in 
data gathering. The presentation of results is very flexible, and 
it is relatively easy to prepare the data so that they can be 
moved to other machines. 

DYL-AUDIT is recommended for extracting data when there is a 
very large amount of data and machine efficiency is a major 
consideration. Because jobs requiring the use of this package 
are very large, a specialist who knows DYL should be consulted. 

IMSL 

IMSL, or International Mathematical and Statistical Library, 
contains computational subroutines written in FORTRAN and has been 
tested by mathematical and statistical computation specialists. 
The writers of the library adhered to rigorous standards for 
computation and documentation. The written documentation is 
clearly organized and always gives detailed instruction on the 
input and output to the subroutines. The routines usually contain 
checks for many kinds of errors. IMSL is oriented toward 
high-level specialists who need to create programs for functions 
not included in the standard packages. Versions are available for 
many sizes and brands of computers. The manuals describe the 
procedures but do not explain why options should' be chosen. 

IMSL is recommended when new programs must to be written. 
Typically, it is used by statisticians who can write in FORTRAN. 
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Attribute. An inherent quality or characteristic that an item 
either has or does not have. The quality can be either a 
simple characteristic, such as being or not being a high 
school graduate, or a complex one, such as conforming or not 
conforming to specifications. 

Bias. The existence of a factor that causes an estimate made 
on the basis of a sample to differ systematically from the 
universe parameter being estimated. Bias may originate from 
poor sample design, deficiencies in carrying out the sampling 
process, or an inherent characteristic of the estimating 
technique used. 

Cluster sample. A simple random sample in which each sampling 
unit is a collection of elements. 

Confidence coefficient, or confidence level. A measure (usually 
expressed as a percentage) of the degree of assurance that the 
estimate obtained from a sample differs from the universe 
parameter being estimated by less than the sampling error. In 
this document, we use the letter "t" to represent the confidence 
coefficient although, in theory, we should use "z" when the 
sample size is 30 or more and shows that we used the normal 
distribution and "t" when the sample size is less than 30 and 
shows that we used the student's t distribution. 

Correlation. The interdependence between two sets of numbers: a 
relation between two quantities, such that when one changes, 
the other changes. Simultaneous increasing or decreasing is 
called "positive correlation"; one increasing and the other 
decreasing is called "negative correlation." 

Domains of interest. Classes into which a universe may be 
subdivided so that separate estimates can be developed for each 
domain. This is different from stratification, because a 
domain of interest can extend across several strata and because 
the classification may be based on the sample data. 

Finite population correction. A multiplier that makes 
adjustments for the sampling efficiency gained when sampling 
is without replacement and when the sample size is large 
(greater than 5 percent) with respect to the universe size. 
This multiplier reduces the sampling error for a given sample 
size or reduces the required sample size for a specified 
precision. 

Frequency distribution. A table in which data are grouped into 
* classes and the number of items that fall into each class are 

recorded. 

Mean. The sum of all the values in a set of observations 
d'lvided by the number of observations. Also known as 
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"average" or "arithmetic mean," it indicates the typical value 
for a set of observations. 

Optimum allocation. A method of allocating a sample to strata 
by taking into account not only the difference in strata 
universe sizes and standard deviations but also the differences 
in the costs of collecting data for the various strata. 

Parameter. A measure such as mean, median, standard deviation, 
or proportion that defines or describes an attribute or a 
characteristic of a universe. 

Probaiility. The ratio of the number of outcomes that will 
pro uce a specific event to the total number of possible 
outcomes, or the likelihood that specific events will occur, 

- expressed as a proportion or percentage. 

Probability sampling. The selection of a sample by some random 
method to obtain information or draw conclusions about a 
universe. Each possible sample from the universe, and thus each 
item in the universe, has a known (nonzero) probability of being 
selected. 

Random decimal digits. A table of digits 0 through 9 arranged 
so that digits may be randomly selected according to any 
procedure, subject to the sole restriction that a digit's 
selection be influenced only by its location in the table. Its 
purpose is to permit the drawing of random samples. 

Random number sampling. A sampling method in which combinations 
of random digits, within the range of the number of items in a 
universe, are selected from a table of random decimal digits 
until a given sample size is obtained. For example, if a 
sample of 60 items is required from a universe numbered 1 
through 2000, then 60 combinations of digits between 0001 and 
2000 are selected. 

Random selection. A selection method that uses an acceptable 
table of random numbers in a standard manner. The method 
minimizes the influence of nonchance factors in selecting the 

-sample items. 

Regression. The line of average relationship between the 
dependent (or primary) variable and the independent 
(or auxiliary) variable. 

Regression coefficient. A measure of change in a primary 
variable associated with a unit change in the auxiliary variable. 

Sample. A portion of a universe that is examined or tested in 
order to obtain information or draw conclusions about the 
entire universe. 
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Sampling error, or precision. A measure of the expected 
difference between the value found in a probability sample and 
the value of the same characteristic that would have been 
found by examining the entire universe. Sampling errors are 
always stated at a specific confidence level. 

Sampling frame. A means of access to a universe, usually a list 
of the sampling units contained in the universe. The list may 
be printed on paper, a magnetic tape file, a file of punch 
cards, or a physical file of such things as payroll records or 
accounts receivable. 

Sampling units. The elements into which a universe is divided: 
they must cover the whole universe and not overlap, in the 
sense that each element in the universe belongs to one and 
only one unit. 

Sampling with replacement. A sampling method in which each item 
selected for a sample is returned to the universe and can be 
selected again. In this method, the universe can be regarded 
as infinite. 

Sampling without replacement. A sampling method in which an item 
selected for a sample is "used UP”: it is not returned to the 
universe and cannot be selected again. In this method, the 
universe can be regarded as finite. 

Scientific sampling. See Probability sampling. 

Standard deviation. A numerical measurement of the dispersion, 
or scatter, of a group of values about their mean. Also 
called "root-mean-square" deviation. 

Statistic. A measure, such as a mean, proportion, or standard 
deviation derived from a sample and used as a basis for 
estimating the universe parameter. 

Statistical estimate. A numerical value assigned to a universe 
parameter on the basis of evidence from a sample. 

Statistical sampling. See Probability sampling. 

Strata. Two or more mutually exclusive subdivisions of a 
universe defined in such a way that each sampling unit can 

belong to only one subdivision or stratum. 

Systematic selection with a random start. A Sampling 
method in which a qiven sample size is divided into the 
universe size in order to obtain a sampling interval. 
A random starting point between 1 and the sampling interval e is obtained. This item is selected first; then every 
item whose number or location is equal to the previously 
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selected item plus the sampling interval is selected, 
until the universe is used up. 

Tolerable error. The specified precision of th'e maximum sampling 
error that will still permit the results to be useful. 

Universe, or population. All the members of a group to be 
studied as defined by the evaluators; the total collection of 
individuals or items from which a sample is selected. 

Variable. A characteristic having values that can be expressed 
numerically or quantitatively and that may vary from one 
observation to another. Examples are the dollar amount of 
error in a voucher, a quantity shipped, and the height of a 
person. 

(973178) 

150 




